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1. EXECUTIVE SUMMARY

This document is the final report from ITTDCD to RADC for Contract Number
F30602-81-C-0155 entitled Limited Connected Speech Experiment(LCSE). The pur-
pose of this contract was to demonstrate that Connected Speech Recognition (CSR)
can be performed in real time on a vocabulary of one hundred words and to test the
performance of the CSR system for twenty five male and twenty five female spz2ak-
ers. This report describes ITTDCD's real time laboratory CSR system, the data base
and training software developed in accordance with the contract, and the results of

the performance tests.

ITTDCD's real time laboratory system is a flexible speech recognition program
which operates in an FPS AP-120B array processor that is connected to a VAX
11/780 computer. The user can easily define the vocabulary and syntax for a givea
recognition tasl: via interactive syntax specification commands. In addition to pei-
forming task specific phrase recognition, the CSR program has a "voice-control"
feature which allows the user to control the system via spoken commands of his own
choosing. A versatile training capability permits the user to adapt to the speaker
dependent system by speaking both words and phrases from a vocabulary which Le
has defined. The CSR system is also a valuable research and development tccl

with analysis mode and recognition experiment mode features.

An airline query task was chosen to deflne the 100 word recognitlon vocabulary
for the LCSE data bagse. The phrases associated with this task are representative of

a simplified air travel information retrieval application. This syntax and vocabula~y
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were designed primarily with the goa! of user flexibilty in the task and not with the
goal of optimal recognition performance. The vocabulary includes three phoneti-
cally similar groups of words: the digits, the teens (“ten” through "nineteen"), and
the decades ("twenty" through "ninety"). The vocabulary also includes three func-
tion words "of", for”, and "the" which are often unstressed in continuous speech.
Analog recordings were made for 25 males and 25 females, each speaking words and

phrases from the 100 word vocabulary.

Template training is a critical step for speaker dependent CSR systems and a
major accomplishment of the Limited Connected Speech Experiment was the
development of two effective training techniques, template extraction and template
averaging. ITTDCD's template extraction algorithm automatically locates and saves
the speech parameters of words embedded in continuous phrases. The template
averaging technique performs a clustering analysis on multiple tokens for the same
word and averages the speech parameters of similar tokens. Training tokens out-
put by the template extraction process are input to the template averager along
with tokens of individual words spoken in isolation. Each of the 50 data base sub-
jects spoke three repetitions of the 100 word vocabulary as well as 68 phrases which

could be used for template extraction.

The performance tests were conducted for fifty speakers each speaking 50 ran-
dom phrases from the airline query grammar. The phrases contained 7.4 words on
average. The median word recognition accuracy was 94.5% for all words. Ignoring
errors on the words "of","for”, and "the", the median word rate was 96.8% and the
median phrase recognition rate was 84%. A phrase is considered correct if all words
are correcty identified. An extensive error analysis of the performance test results

was undertaken with all word errors being assigned to ten error classification types.




Function words aside, the major cause of word errors was found to be confu-
sions amongst the digits, decades, and teens. Typical examples are confusicns
between "seven" and "seventy”, “eight’ and "eighty”, and "sixty” and "sixteen". In
order to examine the impact of vocabulary selection on recognition performance
for a given task, another performance test was designed and conducted with an 82
word version of the airline query grammar. The decade and teen nodes were elim-
inated from the syntax and all test phrases containing decade or teen words were
eliminated, reducing the average number of test utterances per speaker from 50 to
32. Excluding "of", for”, and "the" errors, a 98.0% word rate and 90.5% phrase rate

was achieved on the 82 word vocabulary test.

On August 20, 1982, a demonstration of ITTDCD's real time laboratory CSR sys-
tem was presented to a representative of RADC. Six of the fifty performance Lesl
subjects were asked to speak a series of phrases from the 100 word airline query
grammar. These phrases were recognized with an accuracy comparable to that
achieved on the performance test. In the course of the demonstration, various
features of the CSR system were exhibited including veoice-control, training. tem-

plate extraction, template averaging, and analysis.




2. INTRODUCTION

The Limited Connected Speech Experiment had two primary goals. First, to
demonstrate a Connected Speech Recognition (CSR) system which provides real
time response on a vocabulary of 100 words. And secondly, to test the recogniticn
performance of this CSR system over a date base consisting of 25 male and 25
female speakers. This chapter gives an overview of the tasks that were carried out

to achieve these goals

2.1 Development of CSR Control Software

Executive software was developed on the VAX computer to control the overall
operation of the CSR system including training, recognition, experiment, and
analysis. In addition scftware was developed to provide for creation and mainte-
nance of speech parameter files for word templates and phrases. A description of
the operation of the CSR system appears in Chapter 3 along with a brief description

of its recognition algorithm.

2.2 Development of Syntax Specification Software

An interactive syntax specification program was designed and implemented.
This software enables the operator to specify the vocabulary words, and the finite
state grammar which define a CSR task. The resulting syntax file is employed to
guide training and recognition software on the CSR system. Further detail on syn-

tax specification is presented in Chapter 3.




2.3 Selection of a Syntax and Vocabulary

An awrline query task was chosen to define the 100 word recognition vocabulary
for the LCSE data base. It was designed to be representative of limited syntax appli-
cation areas for speech recognition. The phrases are representative of a simplified
air travel information retrieval application. The entire 100 words and associated

finite state syntax are presented in detail in Chapter 4 of this report.

2.4 Generation of the Data Base.

Analog recordings were made for 25 males and 25 fernales, each speaking
words and phrases from the 100 word airline query grammar. About half of the
speakers were chosen from within ITTDCD's San Diego laboratory and the remainder
were selected from agency referrals, None of the speakers had any prior experi-
ence with speech recognition systems. Files of digital speech parameters for each
word and phrase were obtained by playing the analog tapes into a filterbank. The

steps taken to generate this data base are discussed in Chapter 4.

2.5 Investigation of Template Averaging Techniques

After a rewiew ol the literature, a template averaging technique was imple-
mented and tested on an existing data base of connected digit phrases trom five
speakers. To obtain a performance baseline for evaluating the technique, recogni-
tion experiments were performed using single tokens as templates for each word.
CSR experiments were then conducted with averaged templates. A description of
the template averaging technique is contained in Chapter S along with results of the
template averaging study.

2.6 Extraction Templates

Software was developed for automatically extracting templates from connected

speech utterances for the purpose of combining them with existing templates of the

-5-




same vocabulary word. The recognition system itself controls the template extrac-

tion process, as described in Chapter 5.

2.7 Integration and Test of Software

Training and recognition software were integrated on the VAX - AP120B system.
Ten of the data base subjects were designated as development speakers and a
series of recognition experiments were performed to establish the appropriate
training technique for the 50 speaker performance test. Chapter 6 describes the

experimental findings of the development testing process.

2.8 Performance Test

Templates were prepared for the 50 speaker data base using the template
extraction and template averaging software. 50 phrases from the airline query
grammar were input to the CSR system for each of the 50 speakers. Performance
test results are presenied in Chapter 7 and an analysis of word recognition errors is

addressed in Chapter 8.

2.9 Demonstration

A demonstration of the CSR system was prepared and conducted for govern-
ment representatives. Six speaskers from the performance test group participated

in the demonstration.




3. A REAL TIME LABORATORY CONNECTFED SPEECH RECOGNITION SYSTEM

The Connected Speech Recognition (CSR) system was developed at ITTDCD's
San Diego laboratory to accomplish the goal of recognizing a syntax constrained,
100 word vocabulary in real time with a low error rate. This chapter gives an over-
view of the operation and features of the system and a brief description of the CSR

recognition algorithm upon which the system is based.

8.1 Operational Overview'

Figure 3.1 shows a diagram of the limited connected speech exploratory
development systemn. The CSR systemn operates in an FPS AP-120B array processor
which is connected to a VAX 11/780 computer. The recognition algorithm is con-
tained entirely in the array processor with the VAX serving as the executive con-
troller which handles the user interface, long term storage of templates and gram-
mars, and support software such as the template averaging routines. An analog
filterbank is connected to the array processor via a DMA channel to permit realtime

processing of the speech signal.

The user controls the system by keyboard input at a display terminal and by a
set of single word voice commands. At any time, the systemn is in one of three dis-
tinct states, as illustrated in the state diagram of Figure 3.2. These states ezre
calied the Command state, the Recognition state, and the Voice Control state. The
Command state is the normal, or default state of the system. In this state, 25
different commands can be entered from the keyboard or read from specified com-

mand files. Some of these commands do the following:

———
A complete users guide to the CSR system is included as Appendix A.
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. Read the syntax from a specified file,

»  Set an environment variable (eg.,vocabulary size),

. Train the vocabulary, or a particular word,

. Turn the experiment mode on and collect statistics,

. Execute a specified command file (which contains commands like

these),

. Execute a VAX 11/780 operator command and return to the CSR sys-

tem,
. Exit from the CSR system.

In addition to these commmands, executing a recognize command changes the state
of the system to the Recognition state, and executing the control command

changes it to the Voice Control state.

In the Recognition state, the system will recognize any syntactically legal
phrase specified by the grammar and the vocabulary of the current task. After the
phrase is spoken the recognized text is displayed on the terminal and the system
either returns to the Command state, if the environment variable "Single recog"
has been set on, or remains in the Recognition state ready for the next utterance, if
the variable has been set off. In the latter mode the user may return to the com-
mand state by hitting the interrupt key. At any point, while speaking a phrase, the
user may cancel the phrase by immediately saying "Cancel”. A transition to the

Voice Control state is accomplished by saying the word "Control".

In the Voice Control state a small subset of the 25 commands available to the
user in the Command state are activated by voice. When the user trains the system,

he is prompted to speak these control words, along with the task dependent vocabu-




lary words. The voice commands currently implemented are:
. “Display’: Displays the current values of the environment variables.

. “Options': Displays the five best scoring phrase recognition optizns

for the last task phrase spoken in the Recognition state.

. "Word-scores'": Displays the individual word scores for the last task

phrase spoken in the Recognition state.

. "Recognize”: Change the system state to the recognition state.
. "Offline’": Release the array processor and return to the command
state.

As in the Recognition state, the user can also switch from the Voice Control state to

the Command state by hitting the interrupt key.

3.2 The ITTDCD CSR Algorithm

Figure 3-3 gives an overview of the ITTDCD CSR algorithm. Three types of
inputs are supplied to the system, as shown on the left-hand side of the figure. The
input speech undergoes a parametric analysis performed by a Charge Transfer Dev-
ice (CTD) band pass filterbank. This fliterbank was previously developed in conjunc-
tion with an earlier RADC contract, the Solid State Audio/Speech Processor Analysis
(SSA/SPA) Contract (No. F30802-78-C0359). Using eighteen 1/3 octave switched-
capacitor band pass filters and one full octave filter the filterbank covers a fre-
quency range of 100Hz to 9500 Hz and supplies 19 coeflicients every 10 ms to a

parameter reduction algorithm.

The parameter reduction elgorithm performs variable frame rate encoding to
remove redundant frames and converts the parameters to ten mel-cepstral
coefficients using a mel-cosine linear transformation. Details of this algorithm can

be found in sections 2.1.2.2 and 3.2.3 of the SSA/SPA final report.
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The coeflicients from the parametric analysis step are passed to the word
matching algor:thm. This algorithm compares each word template with the spolzen
utterance using a non-linear time alignment process carried out by the dynamic
programming match algorithm. The non-linear time alignment is necessary to
account for the natural time variations between different utterances of the same
word. The time warp constraints used in the algorithm force the length of the spo-

ken word to be between one-half and twice the length of its template.

A second level dynamic programming algorithm is implemented in the Word
Sequence Control block to control word template matching and to concatenate
matched templates into the connected word sequence which best matches the
input utterance. Syntactic constraints define the set of word sequences that can be

recognized by the system as sentences.

The ITTDCD CSR algorithm processes an una..own utterance from left to right
to find a sequence of words that closely matches it. Disregarding syntactic control
for now, the process takes place as follows: The dynamic programming algorithm
processes the unknown utterance one frame at a time. At every frame, matching
begins for all word templates. After a delay of % of the length of a word template
each frame is & possible ending point for the template started. Thus, at each
frame, F, in which the matching of some word template, W, ends, a set of candidate
partial phrases (word sequences) is formed by appending the word W to the set of
partial phrases ending where W began. This is done for every word ending at frame
F, resulting in a large set of candidate partial phrases ending at the frame.
Because of memory and processing limitations, only the best N candidates are
retained, where N is determined for each frame based on the scores of the compet-
ing candidates. This technique of varying the number of candidate phrases con-
sidered at each frame is called a beam search [Lowerre and Reddy - 1980]. With the

beam search strategy, the system allocates more of its resources to nodes in the

~10~
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node-to-node connection matrix which completely describe the syntax.

Figure 3-5 expands in detail the operation of the Word Sequence Control Module
appearing as a simple block in the algorithm overview of Figure 3-3. The control
module keeps track of the best candidate phrases ending at each frame. At every
frame of the input utterance, the competing partial phrases are stored in the
phrase description tables shown near the bottom of the figure. Words matching the
previous portion of the input utterance are used to extend partial phrases from the
table to obtain a new set of partial phrases. The new set is limited by the beam
search strategy and stored in the phrase description tables. The grammar node
states specified by the candidate phrases thus determine which nodes and words
will be processed in the next frame. The new grammar node states are expanded
into a set of new template candidates by using word-node membership information.
These new template candidates will be used by the recognition algorithm to match

the next part of the input utterance.

When the end of the utterance is detected, the next grammar node states are
checked to determine which of them are connected to a final state. The best scor-

ing candidate phrase leading to a final state is reported as the recognized sentence.

The templates used to match the input utterance are obtained from the tem-
plate generation software from training speech. The techniques used in this part of
the system are the discussed in Chapter 5.

-12-
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4. THE LIMITED CONNECTED SPEECH DATA BASE

The development of a connected speech recognition system requires extensive
testing on large data bases from a wide sampling of the speaker population to
obtain statistically significant performance data. For the LCSE work ITTDCD
recorded three repetitions of a 100 word vocabulary and 166 sentences generated
from the vocabulary for each of 25 male and 25 female speakers. Generation of this

data base required seven carefully performed tasks. They are:
1. Data base design,
2. Design and acquisition of recording facilities,
3. Design and implementation of data base collection software,
4. Selection of a speaker population,
5. Data base collection,
6. Data base pruning,
7. Data base processing.

These seven tasks will be discussed in this chapter and the related Append.x B.

4.1 LCSE Data Base Design

In response to the contract requirements a limited syntax 100 word vocabulary
data base was designed to be recorded by 25 females and 25 males. Figure 4-la
shows the finite state syntax node structure and Figure 4-1b gives the vocabulary
words assigned to each node. The syntax and vocabulary was chosen to be
representative of a simplified air travel information retrieval application which we

call the airline query task. However, the syntax and vocabulary were designed pri-

-13-
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14,

19.

Assigrment of the 100-Word Vocabu'ary to Nodes
Report 2. The 3. Arrival-time
What-is Departure-time
Tell-me Location
Give-me Status
Flight-Schedule
Alrcraft-Type
Pansenger-load
National Continental 6. Flight
TWA American
United Hughes -Alrwest
PsSa Eastern
Western Allegheny
Same as Node 7. 9. Same as Node 7. 10. Current
Forecast 13. For 14. At
of From
To
Fram 17. Los Angeles New York
San Diegp Chicago
Washington Boston
Dexrver Atlanta
Dallas Pittsburgh
Same as Node 17. 20. Number 21. Aircraft
Alpha Golf November
Bravo Hotel Oscar
Charlie India Papa
Dalta Juliet Quabec
Echo Kilo Rameo
Faxtrot Lima Sisrra
Mike
Same as Node 22. 24, Ten Sixteen
Eleven Seventesn
Twelve Eightesn
Thirteen Nineteen
Fourteen
Fifresn
Humndred 27. Seme as Node 22
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~13b-

11.

fRgEsET W

¢ gg
¥

R

[ Egpengeny

EE




marily with the goal of user flexibiity 1n the task and not with the goal of oplin:al
recognition perforri.ance. Thus, the vocabulary includes the digits, the teens ("ten”
through "nineteen”), and the decades ("twenty" through "ninety"), which can be
spoken in various combinations within an airline query phrase. The similarity of
digit, teen, and decade words can pose a challenging recognition task since the syn-

tax allows any of these words to appear in the same place in a phrase.

The 100 word vocabulary also includes 26 alpha words (“alpha’, "brave", "char-
lie", ete.), which comprise one node. This node both precedes and follows the digit-
teen-decade sequence in the syntax and provides a test of the systems ability to

match many templates against the input utterance in real time.

The LCSE connected data base was designed to be subpart of a larger data base
collection effort. The larger data base included a 200 and 300 word limited syntax
airline query grammar, a connected digit component, an alphabet spelling com-
ponent, and a diagnostic rhyme component. The content of this data base, i1e
recording facilities, and the procedures use to collect the davs ave besir - escribed
ina paper. given at the Workshop on Standardization for Sgcezh 1/0 Technology on
March 18, 1882. This paper covers the first five topics listed above for the LCSE con-
nected speech data base and is included in Appendix B. The last two topics of data
base pruning and data base processing are discussed in the remainder of this

chapter.

4.2 Data Base Pruning
A total of 63 speakers (31 males and 32 females) were recorded to permit
selection of speech data for 25 males and 25 females which is free from recording

and processing problems. After recording, the data base was pruned from 63

————e—

Landell B. P, Smith, A. R, Koble, H. M., and Aicove, Y. L., "A Cantinucus Speech Data Base,"
presented at the Workshop on Standardization for Speech [70 Technology, National Bureeu of
Standards, Gaithersburg, Md., March 18-19, 1882,

- 14 -




speakers to 50 speakers. This pruning was done before any recognition perfor-
mance testing and was based on either random elimination, or on the presence cf
difficuities in the recording procedures. The following table lists the reasons for

speaker elimination due to recording difliculties:

. For the first speaker (male) the recording procedures had not been com-
pletely tested so that the recording session was very long and frag-

mented,
*  One speaker {female) did not complete the recording session,

. Excessive tampering with the close talking head mounted microphone

during the session (2 males),
. Tape recorder was set with the variable pitch control activated {2 males),
e  Part of analog tape was recorded over (1 male),
. Excessive environment noise outside of recording room (3 females).

Although some of these problems may in fact be conditions which a speech
system might encounter (eg., environmental noise and microphone movement),
they were not conditions that we wanted to study in this contract. After pruning
speakers with recording difficulties, the resultant data base contained 25 males
and 28 females. The remaining three females were eliminated by random selec-

tion.

4.3 Data Base Processing

The above data base generation steps resulted in a set of analog tapes con-
taining training and test data for 50 speakers. Although these tapes could have
been used directly in the system to train it for each speaker and then to test it,
such a procedure would require many hours of tape handling as various tests were

run. These probiems were circumvented by processing the data cnce through the

-15-




filterbank Lo create a series of digital files containing word training tokens and Lest
phrases. These files were then used over and over again by computer programs (o

train and test the system as it was developed.

The data base processing task 1s a two step process. In the first step the
operator plays about five minutes of speech (determined by available disk space)
from an audio tape through the filterbank/array processor front end to generate
an output file of filter parameters. In the second step, a VAX 11/780 progrem
processes the fllter parameter file using the recording session history file®. The
VAX program uses marking tones in the fllter parameter flle to synchronize the
frame position with time marks in the history file. The VAX program also performs
endpoint detection to find each utterance in the output file and splits the input
filter parameter file into smaller files which are tagged with an ASCII label desc.b-
ing the utterance. Occasional endpoint detection problems occured when a
speaker corrected himself in midst of a word or phrase without pausing before
repeating the text. In these cases (less than 1% of all utterances), the operator
listened to the speech and used an amplitude plot to determine the proper window

within which the endpoint detection algorithm could be safely rerun.

N —

As explained in Appendix B, the recarding history file contains the exact text with which the
speaker was prompted together with & time mark. The time mark is computed relative to a
tone recorded on the tape at the beginning of the session.
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5. TRAINING TECHNIQUES

Template tratning is a critical step for speaker dependent CSR systems, since
the performance of the system is himited by the degree to which the templates
model the test speech. This chapter describes two techniques that were used to
obtain improved word template models. They are template averaging and the

extraction of templates from connected speech.

5.1 Template Averaging Study

A template averaging study was performed to evaluate the effectiveness of
template clustering and averaging techniques in connected speech recognitica.
After a review of the literature, we decided to employ the Unsupervised Clustering
Without Averaging (UWA) algorithm as described by Rabiner and Wilpon. Since
complete details of the technique are available in their paper we will only give an

overview of the technique before discussing our results.

The technique was implemented on the PDP 11/60 to cluster and average mul-
tiple tokens or samples for a given word. Inputs to this software include the file
names of individual tokens, a clustering distance threshold, and the number of
desired output templates. The software performs three steps to obtain the aver-
aged templates: first, it computes the similarity distance and the frame-to-frame
correspondence between each pair of tokens, second, it applies a clustering algo-
rithm to the tokens, and finally, it averages the speech parameters across the

tokens of each cluster on a frame-by-frame basis according to the previously
S——
Rabiner, L., and Wilpon, J., "Considerations in Applying Clustering Techniques to Speaker-

Independent Word Recognition,” Journal of the Acoustical Society of America, 88 (3), Sep-
tember 1979.
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computed frame-to-frame correspondence.

In the first step a dynamic programming algorithun (DPA) is used to cempute
the similarity distance and the frame-to-frame correspondence between pairs cf
input tokens. The DPA finds the best non-linear correspondence between a pair of
tokens. The average distance between the frames that are aligned by the process
gives Lthe overall similarity distance between the tokens. Constraints are imposed
on this alignment process so that either token cannot be "stretched” more than
twice its length to match the other token Thus, in some cases tokens do not
match and are given a large simularity distance. In the clustering step which fol-
lows, these tokens will be prevented from appearing in the same cluster. The algo-

rithm thus prevents such tokens from being averaged.

The similarity distances between all token pairs give an intertoken distance
matrix. The cluster step of the algorithm uses the malrix to compute the mininu.x
center of the Loken sel. The minimax cenlter is simply that token lor which the
maximum distance to any other token is minimized. Then, in an iterative process,
any token whose distance to the center exceeds the clustering threshold (supplied
to the algorithm) is removed. A new minimax center is then computed on the
reduced set. The process iterates until the center does not change. All tokens
within the final set are within the cluster threshold and form the cluster and the
final center token becomes cluster center. Tokens that have been removed are
reprocessed to find a second cluster. The process continues untili no tokens
remain. A variable number of clusters are computed and each token is finally

assigned to a cluster (an outlying token might form a cluster of one).

The final averaging step averages all tokens within each cluster. The frame-
to-frame correspondence of each token with the center token determines which

frames are averaged together to form the final average template.
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5.1.1 Preliminary Averaging Experiments with Filterbank Parametlers.

Averaged templates were evaluated in several speech recoghition experi-
ments. A connected digit data base of five speakers (three male and two female)
was used in these experiments. The training data base consisted of six tokens per
word per speaker for each of the ten digits. The test data base contained 150
three, tour, and five digit phrases per speaker. To provide a baseline for these
experiments. each of the six token sets for each speaker were used as templates.
The first line in Table 5-1 is the average recognition rate in the baseline experi-
ments. The second line shows the performance using the center of all tokens for
each word. That is, the cluster threshold was set at a maximurmn value so that only
one cluster was found. For the third experiment, this threshold was dropped so
that more than one cluster may have been formed per word. The center token of
the largest cluster was used to represent the word. For the experiment shown o2
the fourth line, the tokens of the largest cluster were averaged. This experiment
showed that a higher phrase recognition rate (76%) could be achieved by averaging

parameters than by techniques of selecting individual tokens to represent the

words.
Table 5-1
Clustering and Averaging Results
With Filter Bank Parameters
COMBINED COMBINED

PHRASE RATE WORD RATE
TEMPLATE SET THRESHOLD | ALL SPEAKERS
MEAN RATE OF SIX TOKEN SETS N/A 87 B9
TOKEN CENTERS MAX 85 88
LARGEST CLUSTER CENTERS 27 ?0 91
AVIRAGED LARGEST CLUSTER | 27 76 93
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6.1.2 Experiments Averaging Speech Parameters.

As described in Chapter 3, the CSR system uses mel-cepstral coeflicients {cr
its speech parameters. These are obtained from the flilerbank paramelers by a
linear transformation During the temnplate averaging study another type of linear
transformation which was then under investigation was employed. This transfor-
mation was obtained by performing a linear discriminant analysis on marked and
labeled speech segments. Although the linear discriminant transformation tech-
nique was abandoned (it was too speaker dependent for the Limited CSR system),
the results of the averaging study using these parameters are presented here
because the parameters are similar to the mel-cepstral coeflicients used in the
system. Table 5.2 presents results of the experiments. The right hand column
labelled “Not Avgd" represents the results of running each token set of lineer
discriminant parameters separately and averaging the results. This column
represents a benchmark for evaluating the effectiveness of the averaging process.
The columns headed by the clustering thresholds present the template averaging
results. In each case, the tokens in the largest cluster were averaged producing
one averaged output template per word and in each case, improved recognition
results were obtained in comparison to the baseline figures. An additional experi-
ment was performed in which templates made from averaged flilter bank parame-
ters (line 4 of Table 5-1) were transformed prior to recognition. This experiment
yielded a phrase rate of 90% and a word rate of 977% indicating that comparable
recognition results are achieved by avereging trensformed parameters than by

averaging fliter parameters and then applying the linear transformation.
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Table 5-2
Experiments Averaging Linear Discriminant Parameters
Phrase Recognition Rate
Cluster (150 Digit Strings per Speaker)
Threshold - | 23 | 28 | 33 Mmﬁ 55 | Max | Not
Speaker Avgd
BB(M) g2 | 96| 98| 906 | 97 97 89
CL(F) B3 | 91 90 | 89 88 B8 T
| DM(F) 93 98 | 97| 96| 96 96 87
MM(M) 701 77r| 85| 84! BS 85 75
RS(M) 96 96 g6 | 96 | 94 94 89
Trials -» 750 | 750 | 750 | 750 | ?50 | 750 750
Phrase Rate 87 92 93 | 82| ©2 82 B4
Word Rate 97 98 98 g8 98 98 95

5.1.3 Conclusions

The preliminary experiments indicated that simply using cluster centers as
templates did not significantly improve recognition. However, averaging proved to
be effective. Averaging of filter bank parameters cut phrase recognition errors by
30% (performance went from 67% to 767%), and averaging the speech parameters
were even more effective in that the phrase errors were cut in half (performance

went from B4% to 92%).

An unexpected result was the phrase rate of 92% achieved with a maximum
clustering threshold. The maximum clustering threshold forced the software to
average all six of the input tokens for each word with the exception of those infre-
quent cases where a test token was over twice or less than half the length of the
center token. In this experiment, for many of the words, quite dissimilar tokens
were averaged together yet recognition performance did not suffer. This result as
well as the general insensitivity of the process to the clustering threshold is prob-

ably due to the limited number of tokens per word.
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5.2 Template Exiraction from Continuous Speech

A word template produced Irom an isolated pronunciation of a word is often
an inadequate representation of how that word appears in continuous speech.
However, isolated word training has the advantage of letting a new speaker quickly
and easily train the system. Therefore, our approach allows a speaker to initially
train the system by reciting the word vocabulary (in response to system prompt-
ing) and then train the system using sentences from the task grammar. Thus,
both isolated and continuous versions of a word can be obtained to generate more

robust templates.

Associated with a given syntax is a set of standard phrases which are con-
structed to both satisty the node sequence of the grammar and to contain one or
more occurrences of each word in the vocabulary. During training, the user is
prompted to speak each of the phrases in the standard phrase set. The user may
also construct and say phrases of his own choosing during the training or retrain-
ing phase. When the extract command is executed, the system performs what is

called "forced recognition”, for each phrase which has been spoken.

"Forced recognition” limits the CSR system so that it can only recognize the
sequence of words spoken in the phrase. This is easily obtained by automatically
devising a syntax that allows only one sequence of words, i.e., the words of the
phrase that has been spoken. The algorithm requires that an existing template be
available for each word in the known phrase. Forced recognition is done in the
digital input mode, that is, the speech parameters input to the CSR system are
read from a phrase flle which was created during training. Following the forced
recognition, the word endpoints found by the DPA matching module of the recogni-
tion algorithm are then used to extract word patterns from the parametric
representation of the phrase and these patterns are output as word templates.

Before extracting the parameters for a word, the system checks the word scores of
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the bounding words in the phrase to insure that they are below a threshold. This
boundary test insures proper alignment for the extracted word. If the test fails,

the word is rejected and not used in the template averaging process.
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6. DEVELOPMENT TESTING

The goal of development testing was to identity areas of recognition algorithm
improvement by exercising the CSR system and to determine an adequate training
technique for the performance test. The intention was that at the conclusion of
development testing, the CSR algorithm and the treining technique would be esta-
blished.

8.1 Development Data Base

Ten of the 50 data base subjects were selected as development testing speak-
ers, five males and five females. Each of these speakers had recorded 100 phrases
from the 100 word airline query grammar. These 100 phrases were divided into two
sets, one to be used as development test material, and a second set to be used in
the final performance test. For training material, each speaker had recorded
three repetitions of the 100 word vocabulary (these are referred to as "isolated”
tokens) and 66 standard phrases available for template extraction. Development
experiments were structured so that the 50 development set pirases were run
versus one set of templates for each of the ten speaker. However, for six of the
speakers one phrase was eliminated because it was syntactically incorrect. Each
development experiment thus consisted of 494 phrase trials of average length 7.3
words.

8.2 Function Words.

Six words of the 100 word airline vocabulary are referred to as function words.

They are the article "the" and the prepositions "of", “for", "to", "at”, and "from".
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These words have a special role in the vocabulary and were the target of specific
training techniques. The function words are often discussed as a group in this and

the remaining chapters cf this report.

From previous experience in continuous speech recognition, we realized that
the function words were deserving of special attention. These words are often
unstressed and sometimes dropped completely from spoken phrases. Function
words are also often significantly colored by coarticulation. Isolated renditions of
these words are of little value as templates because their duration is often two to
three times longer than function word duration in continuous speech. Thus tem-

plate extraction seemed to be clearly in order for the function words.

The usage of three of the function words in the 100 word airline grammar also
is worthy of discussion. The word "the" is always an optional one word node and
may or may not be included in a given phrase. The words "of" and “for" constitute
a two word node which appears in two separate paths of the syntax. These three
words never affect the meaning of an airline query phrase. For example there is
no semantic difference between the phrases "Report the current weather of San
Diego" and "Report current weather for San Diego”. We address this subject here
because, in following chapters, we frequently present the word recogunition accu-
racy for all words along with the word recognition accuracy excluding “the”, "for",

and "of".

6.3 Preliminary Experiments

For the first development experiment, template sets were made from the first
vocabulary repetition for each non-function word and from an extracted template
for each of the function words. For the s#~ond preliminary experiment, the three
vocabulary repetitions were averaged to produce an "averaged" template set for

each speaker. These templates were then employed in template extraction cf
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three tokens for each of the function words which were then averaged and substi-
tuted for their isolated counterparts in the averaged tampiate sets. The recogni-
tion results for preliminary experiments are presented in Table 8-1.
Table 6-1
Results of Preliminary Experiments

For Ten Development Speakers.
494 Phrases from 100 word Airline Vocabulary

Excluding
All Words “the.for,of"
Word | Word | Phrase | Word | Word | Phrase
Single tokens 3833 79.2 24.8 2854 85.7 53.8
3 Avg. Tokens 3833 B84.9 39.8 2854 88.7 84.2
3 Avg. Tokens/Silence | 3633 | 868.4 41.4 2854 | 00.8 87.0

Three types of word errors may occur in the recognition of a phrase: substitu-
tion of a wrong word for a spoken word, deletion of a spoken word, and insertion of
& word which was not spoken. The first two errors cause a decrease in the count of
correct words recognized. The insertion error is noted by increasing the count of
total word trials. Thus, the word recognition rate is computed according to the fol-
lowing formula:

Word Rate = (100 x Correct-words) / (total-words + insertions)

In the first two experiments, it was noted that recognition errors were often
Introduced when the speaker paused in the midst of a long phrase. To correct this
problem, a silence template was included in template storage for each speaker.
The silence template is tested automatically for possible insertion between every
word of the phrase and at the end of the phrase by the recognition algorithm. As
noted in Table 6-1, the silence template improved overall word recognition accu-

racy by 1.5 percent. We decided to include the silence template in all subsequent




experiments.

The experiment with three averaged templates reduced the word error rate
by about one-fourth of the single token rate. Excluding "the", "for”, and "of"
errors, the word recognition rate was 90.6% versus 86.4 for all words. Thus, thirty
percent of all word errors were the insertion or deletion of “the”, or the confusion

of "for” and "of".

8.4 Comperison of Training Techniques

The next series of development experiments was designed to evaluate the per-
formance of extracted versus isolated templates in the recognition process. A set
of 88 phrases had been recorded by each speaker for the purpose of template
extraction. This set includes at least two occurrences of each vocabulary word. As
described in Chapter 5 tokens were automatically extracted for each speaker with
the recognition algorithm recognizing the phrases in a forced recognition mode
using the three averaged tokens from the final preliminary experiment as tem-
plates.

Recognition accuracy was then compared over four template sets. The first
template set was comprised of the three isolated averaged tokens used in the prel-
iminary experiment. A second template set was created by averaging two
extracted tokens for each word. The third experiment employed the union of the
Arst and second template sets, i.e., two templates for each word. A fourth tem-
plate set was made by averaging the two extracted tokens and the three vocabu-
lary repetition tokens for each word. Resuits of these experiments are presented
in Table 6-2.
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Table 8-2
Results of Recognition Experiments
For Ten Development Speakers.
404 Phrases from 100 word Airline Vocabulary

Excluding
All Words “the for,of"
Word | Phrase = Word | Phrase

L Template Set Rate | Rate | Rate | Rate
#1 Avg Three Isolated Tokens 88.4 41.4 90.6 67.0
#2 Avg Two Extracted Tokens 87.7 48.68 90.7 86.8
#3 Two Templates/Word: #1 and 2 | 918 58.9 95.8 81.8
L#4 Avg Five Tokens 90.0 49.8 93.8 75.2

The results indicate little performance difference between averaged-isolated
and averaged-extracted templates. Results with two templates per word
significantly improved performance, cutting word recognition errors almost in half
when the three function word errors are excluded. However, using two templates
per word doubles both template storage and processing requirements and there-
fore is unfeasible in light of the real time response goal for the LCSE CSR system.
Word accuracy with template set #4, the average of five tokens per word, was
significantly better than either template sets #1 or #2 and, since set #4 uses only
one template per word, it appears to be the most realistic training approach. A
comparison of the word rate with template #4 and with the single token template
set of the first preliminary experiment (Table 8-1) indicates that averaging five
tokens cuts the overall‘word errors in half (accuracy changes from 79.2% to 80.0%).
This figure is entirely c.onsistent with the word error reduction on the digit phrase
task in the template averaging study presented in Chapter 5.

In Table 8-3, we present the word error rate with template set §4, for six sub-
sets of the vocabulary. The table clearly shows two sources of recognition errors,

the function words and the digit-decade-teen group. The word rate on 1885




occurrences of the other 88 words in the vocabulary was 97.4%. Nearly all of the €5
word group are multi-syllable words including airline and city names and tiie 235
word alpha set. Averaging of Lokens taken both from isolation and from continuous

speech appears Lo be quite effective for the multi-syllable word group.

Table 6-3
Categories of Word Errors
With Averaged Templates From Five Tokens
For Ten Development Speakers.

‘ WORD
CATEGORY TRIALS | ERRORS | RATE |

Function #1 ("the, for, of") 779 178 77.3%
Function #2 ("to, at, from") 260 39 85.0%
Digits ("0-9") 320 34 89.7%
Teens ("10-18") 184 18 80.2%
Decades ('20-90") 116 14 87.9%
66 Other words 1985 51 97.4%
TOTAL 3633 | 330* | 00.8%

__ *Insertions not incjuded.

8.5 Modification of Template Extraction Algorithm

In an effort to further improve performance, we examined the template
extraction algorithm and found that the process was occasionally producing
extracted tokens with faulty endpoints. To overcome this problem we added word
score testing to the algorithm. If the normalized DPA score of the word preceding
and following the word to be extracted were below a threshold, an extracted token
was output. If the threshold test failed for either bounding word, extraction was
not performed. The word score test was intended to insure that the speech frames

to be extracted had been properly aligned by the dynamic programming
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algorithm.

A final development testing experiment was performed using the modified
extraction algorithm. In this experiment, the number of extracted tokens per
word was not limited to two While the standard set of 88 phrases contains each
vocabulary word al least twice. commonly occurring words appear tnultiple times.
In some cases, as many as nine tokens were extracted for a word. Cn the other
hand, the word score test caused rejection of some extracted tokens and in scrae
cases there were no extracted tokens available for the average template for a
word. Averaged templates were generated by averaging the three vocabulary
repetitions and all available extracted tokens. Results of the final development

test experiment are presented in Table 8-4.
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Table 6-4

Results of Final Developrment Test

For Ten Developmen! Speakers.

494 Phrases from 100 Word Airline Vocabulary

Excluding
All Words "the, for, of"
Speaker i Word | Phrase | Word | Phrase
Number Rate Rate Rate Rate
03 B9.67% | 49.0% | 93.8% | 69.47%
08 B9.7% | 49.0% | 94.6% | 77.6%
11 B4.3% | 61.2% | 98.9% | 93.9%
16 85.5% | 32.7% | 93.4% | 73.5%
21 B4.1% | 67.3% | 974% { 89.8%
23 94.5% | 65.3% | 96.9% | B3.7%
31 96.6% | v6.0% | 99.6% | 9B.0%
36 86.3% | 76.0% | 99.0% | 96.07%
41 92.1% | 62.0% | 95.7% | B2.0%
43 92.2% | 54.0% | 97.3% | B8.0Z
Average » | 92.5 59.3 96.7 85.2

Comparison of the recognition rates in Table 6-4 with those in Table 6-2 for
template aet #4 shows that significant improvernent was obtained by the modified
template extraction algorithm. Overall word rate imiproved trom 80.0% to 82.5%,

while the phrase rate improved from 49.8% to 59.3%. Word rates for individual

speakers ranged from 85.5% to 96.6%.
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8.8 Training Technique for Performance Tests

After evaluation of the various training approaches for the developii.nt

speakers, we established the training procedure for the 50 speaker performance

test. The final approach is a five-step automatic process as follows:

1.

Average the three vocabulary repetitions for each word in the 100

word vocabulary.

Using the templates created in Step 1, extract multiple tokens for
the six functicn words ("of, for, the, to, at, from") from the standa:d

phrase set for each speaker.
Average the extracted tokens for each of the function words.

Using the function word templates from Step 3 and the remaining
templates from Step 1, extract multiple tokens for all words from

the standard phrase set.

For each word, average all available tokens, thus generating the tem-
plate to be used in the performance test. For non-function weids,
the available templates include the three vocabulary repetitions and
all tokens ext:acted in Step 4. For function words, the vocabulary

repetitions are excluded from input to the final average template.
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7. PERFORMANCE TEST

The performance tests were carried out on a data base of 50 random phrases
from the airline query grammar spoken by the 50 data base subjects. Each of the
subjects also spoke a training set consisting of three repetitions of the 100 word air-
line vocabulary and 66 phrases used for template extiraction. A single averaged
temnplate for each vocabulary word was generated for each speaker according to the

procedure described in Section 6.6.

7.1 Performance Test Resulis

A summary of performance test results is presented in Table 7-1. The average
word recognition rate for all words was 93.1%, while excluding “of"’, "for", and "the"
errors, the average word rate was 95.7% The average phrase recognition rate was
64.6% and the corresponding rate was B3.0%, when "of", "for"”, and 'the" errors are
ignored. A phrase is considered correct if all words in the phrase are correctly
identified. Note that of the B84 phrases which were recognized incorrectly, in 459
cases, the only error was the confusion of "of" and "for" or the deletion or insertion
of "the".

On each recognition trial, the CSR system reports five candidate recognition
results ranked by score. In Table 7-1 the rows labelled "OPTION" show the number
of times each candidate was the correct result. The line labelled "OPTION #2" indi-
cates that in 310 cases (12.4%), the CSR system's second choice was the correct

phrase.
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Table 7-1
Summary of Performance Test Results
100 Word Airline Grammar

50 Speakers - 50 Phrases per Speaker

EXCLUDING
ALL WORDS "of, for, the'"
PHRASE TRIALS = 2500
CORRECT = 1618 84.6% 2075 83.0%
OPTION #2 = 310 T77.0% 149 89.07%
OPTION #3 = 75 80.0% 35 90.4%
OPTION #4 = 38 81.5% 12 90.9%
OPTION #5 = 24 82.5% 12 91.3%
MEDIJAN PHRASE RATE 88.0% B84.0%
WORD TRIALS = 18418 14873
CORRECT = 17284 14307
INSERTIONS = 144 7
DELETIONS = 358 61
WORD RATE = 93.1% 95.7%
| MEDIAN WORD RATE = 94 5% _96.8%

A complete tabulation of phrase and word recognition results by individual
speaker is included in Appendix C. Figure 7-1 presents a histogram of word rates
and phrase rates for all 50 speakers. The median of the distribution of overall word
rates is 94.5%. The median figure is 1.3% higher than the overall average word rate
for all speakers. The median provides a better estimate of the expected perfor-
mance of an unknown speaker, because as Figure 7-1 shows, the average word rate
is lowered significantly by a small group of poor performing speakers. Excluding
"of”, "for”, and "“the” errors, the median rate is 98.7%, one percent higher than the

corresponding average word rate.

In Table 7-2, we present a summary of word recognition rates according to the
sex, age, and educational background of the speakers. The overall average rate of
female speakers exceeded that of males by .8%. The age swnmary suggests older
speakers perform better than younger while educational background seems to have

no correlation with word rate performance.
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Table 7-2
Summary of Word Recognition Rates by Speaker's
Sex, Age and Educational Background.

SEX
Male Female
92.7% 93.5%
AGE
Teens-Twenties Thirties Forties-Fifties
Number of Speakers 28 15 (4
Overall Word Rate 92.5% 93.47% 94.8%
EDUCATION
High Junior Bachelor MS
School College Degree Degree Ph.D
Number of Speakers 8 18 18 7 3
Overall Word Rate 93.3% 92.7% 094.07% 91.7% 93.4%

7.2 Categories of Performance Test Errors

Table 7-3 presents word recognition rates for six subgroups of the 100 word
vocabulary. These figures show that the CSR system has particular difficulty identi-
fying the function words, the digits and the decades. The function words are fre-
quently deemphasized in continuous speech while the digits and decades are fre-
quently confused with each other. The word rate for the 66 word group, which
makes up the majority of the word trials is 98.4%. 83 of the 86 words in this group

are multi-syllabic.
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Table 7-3
Word Recognition Rate by Vocabulary Subgroups
Category Trials | Word Rate
“of, for, the" 3543 82.47%
"“to, at, from” 1738 92.5%
"digits” 2458 89.9%
"teens" 441 94.27%
"decades” 418 82.87%
"66 remaining words"' | 8820 98.4%
All Words 18416 93.1%

7.9 Performance Test With 82 Ward Yocabulary

In order to gain insight as to the performance of the CSR system on a less chal-
lenging syntax, another performance test was designed and conducted with an
reduced vocabulary. The decade and teen nodes were eliminated from the syntax,
thus reducing the vocabulary to 82 words. The templates for each speaker were the
same as those used in the 100 word test. The test phrases were a subset of those
used in the 100 word experiments and were obtained by eliminating all airline
phrases containing a teen or decade word. This reduced the average number of test
utterances per speaker from 50 to 32. Table 7-4 shows a comparison of perfor-
mance on this subset of the airline phrases. Results are given first with the 100
word vocabulary, inciuding the decades and teens and then with the reduced 82

word vocabulary.
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Table 7-4
Comparison of Performance of
100 Versus 82 Word Airline Vocabulary

50 speakers
1850 Phrase Trials

Excluding
All Words "of, for, the'"
Median | Median | Median | Median | Digit
Phrase Word Phrase Word Word
Lvocabulary | At ta ale | Nale
Vocabular Rate Rate Rate Rate Rate

100 Words 71.0% 94.6% 84.9% 96.9% | 89.8%

82 Words T4.2% 95.8% 90.5% 98.0X | 94.2%

When the vocabulary was reduced from 100 to B2 words, the median word rate
improved from 94.87% to 95.8%. Excluding "of", for”, and "the" errors, note that a
98.0% word rate (or 2.0% error rate) was achieved on the B2 word test while the
word error rate was 3.1% for the 100 word vocabulary. Elimination of the decades

and teen reduced word errors by 35.0%.

The corresponding figures for phrase rate errors {exciuding "of", "tor", and
"the") were 9.5% and 15.1%. Thus, the number of phrase errors declined 37% with
the reduced vocabulary. The B2 word experiment demonstrates the impact that
syntax and vocabulary selection can have on the performance of a CSR system.

The right hand column of Table 7-4 shows the word recognition rates for the ten
digits. In the 82 word experimert. the digits could not be confused with teen and

decade words and 437% of the digit word errors were eliminated.
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8. ERROR ANALYSIS

Error analysis in the context of this report is an attempt to classify the causes
of the recognition errors made by the CSR system in performance tests. The data
base for the error analysis is made up of those performance test phrases which
were incorrectly identifled. Errors on the semantically irrelevant functien words
"for”, "of”, and "the" were ignored in this study. There were 425 of the 2500 perfor-
mance test phrases (i.e., about 17%) that contained word errors other than "for",
"of", and "the”. These 425 airline query phrases constitute the data base for error

analysis in this report.

8.1 Preliminary Analysis

The first step was to gather statistics on word and phrase trials, insertions,
deletions, and substitutions for individual speakers and for the group of 50 speak-
ers. Word accuracies were compiled for various subsets of the 100 word vocabulary
such as function, words, digits, teens, and decades. Many of these statistice were
presented in the tables of Chapter 7. A more detailed account of individua! word
errors in the vocabulary subgroups is presented in Table 8-1. The function words
aside, the most commonly misrecognized words were the digit "eight" which varies
according to the presence of the stop release and the decade "seventy" which is

often mistaken for the digit "seven".

A list of all phrases in error was compiled and for these phrases, the scores and
endings of individual words were obtained. Data was also gathered for each
speaker's templates. This data included duration of the averaged template, the
number of isolated and extracted tokens which made up the averaged cluster, and

whether the cluster center token was isolated or extracted.
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Teble 8-1}
Recognition Stattstics
By Individual Vord

Occ Ine De) Sud Sud®* Rate Oce Ins Del Sub Seb® Rate
the 1821 75 206 14 8 79.6% report 369 S 2 7 2 97.6X
for 965 § 5 121 139 87.86% what-is 368 § 8 [J [ 97.8%
of 1887 s N 136 127 87.2% tell-me 1361 s 1 1 2 99.4%
TOTALS 3843 78 206 278 266 82.4x give-me 283 § § 1 7 99.7%
arrtval-time 218 1 ) f ] 1
departure-ttme 266 ] r 2 ¥ 4
Oce Ins Do) Sub Sud® Rate location 248 s 85 5
[ ] 1 38 6} 95 .6X status 269 [ f 4 g
2 2 18 24 91.98% flight-schedul 486 f | I 1
3 1 12 1is 71.1% strcraft-type 266 [ [ ] 2
\ 4 117 o8 $2.8% passenger-load 271 ” ” I 4
distance 168 [ J [
flight-time 169 8 8§ 2
Occ Ins Dol Sud Sub® Rate current 183 1 ] f J
zero 9% 2 4 2 95. 0% weather 199 8 8 1
ona 276 1 3 17 18 96.3% forecast 143 § § &8
two 321 1§ 6 13 1% 94.1X flight 1168 § 1 18
threa 276 1 4« 17 22 92.4X nuaber 29§ 1 [ 7
four 266 2 s 26 )2 95 .2 atrcraft 288 I f F )
five 212 3 11 [ ] 91.8% hundred [ 1] 2 2 s
sin 273 1 2 19 4 92.3x% national 108 [ ] f 4 1
seven 223 2 8 26 16 88.0% twa 129 8§ 8§ &

elght 248 12 18 42 [ ] 76.7% united 134 § 1 g

nine 281 s 2 1 [ 96.43 pea 146 § § §

TOTALS 2488 34 33 184 117 29.9x western 119 [ d 1 1

cont inental 159 8§ 1 [

smertcen 187 f | F ] 1

Occ Ins De) Sud Sub® Rate hugheas-atrwest 124 [ ] 1 | ]

ten 18 3 [ ] [ 8 188.8x esstern 138 § 2 1

eleven 46 1t € I & 97.8% sllegheny 187 s 8§ 1

twelve as [ [ [ 3 188.0% 10 ngeles 224  J 1) 3
thirteen 29 f 2 1 f 96.6% n-diego 168 2 I 2
fourteen 44 1 I 1 4 97.7% washington 199 s 1] 2
fifteen 64 1 ] 3 4 94.4% denver 221 [ ] 3 4
sixteen 69 § 9§ 4 7 83.2% dallses 178 § ) 4
seventesn 61 § § 7 3 88.5X new-york 176 1 3 3
eighteen 40 [ [ ] 4 ] 91.7% chicago 231 i 2 4
nineteen s [ 4 s [ 4 3 108.8% boston 212 [ ] 1 4

TOTALS 44} s s 21 32 94.2% atlantas 284 ’ 4 ?

pitteburgh 173 1 1 1
alphs 2 [ ] [ ] [

Oce Inc Dol Sub Sud® Rate bravo 18 s & 9
twanty [ 3 [ 4 y 12 [ 3 25.3% charlte 19 1 f ] [}
thirty 73 8 8 13 ] 02.2x de\ta n 1 ] 2
forty . s [ 9 26 a7.1X echo s 1 I I
fifty 41 I J 7 18 02.9% fontrot 14 | ]

s iuty 62 I 1 5 28 00.5% gotf [ 1 ] 4
seventy o [ ] s 14 26 76.7% hotal ? 2 [ 4 [ ]
eoighty 28 1 [ 6 26 78.6X indis 148 85 9 3
ninety 31 1 [ ] 3 6 95.3x Jullet 11 1 s 9
TOTALS 4186 2 1 69 121 82.02 kilo 48 1 [} i

Vima 4 ] f i
elke 11 3 s s
noveaber 24 11 [ ] [ ] 2
_pacar 16 [} s £ 1

papa 2 5 85 8 7
quebec s 5 0 9 1
romec 21 s &5 5 B
sierra 11 1 [ ] [ ] 1
tango 27 8 [ ] [ 4 3
unifore s 85 8 9 4
victor Y & 85 8§ 0
whitskey ? i 2 85 98
x-ray i\ 8 [ ] [ ] 2
yankee t7 4 1 [ ] [ ]
sl 272 85 8§ & 3
TOTALS 982F 23 24 113 148 90.43

* word was substituted for another word
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8.2 Listening Procedures

Two modes of listening were employed in error analysis. In the first mode, an
audio signal was synthesized from the filter coeflicients contained in test utterance
files. This mode was valuable for veritying the end point detection process. The
second listening mode was to playback the recorded audio tape for individual
speakers for purposes of phonetic comparison Listening procedures were used
only for those phrases containing multiple word errors or suspected end point

detection problems.

8.3 FError Classification and Coding

Table 8-2 contains a list of ten classes of CSR recognition errors including a
class for errors whose cause is unknown and a class for errors whose cause requires
further analysis. The ten classes often contain subgroupings which identity the

cause of the error more specifically.

The phonetic similarity class applies to those words which were mistakenly
identified as a similar sounding word(s). The end point detection class contains
those errors in which the CSR system did not properly detect the beginning or end
of the phrase. Template generation classifies those errors which were clearly due
to an inadequate template for the word. Pronunciation errors are a self-
explanatory class.

Error classification #4 is labelled "pause in unknown for multisyllable word".
The CSR algorithm is adept at handling pauses between words, but may make an
error when a pause occurs within a word such as in "con-(pause)-tinental”.

The "gap between words" category applies to pauses between words which are
too short to be recognized by the silence termnplate. This type of error occurs most
frequently in the "digit-decade-teen” portion of the airline syntax. The "1 to N”

category refers Lo recognition errors such as "seventeen’ being identified as 'seven
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Table 82
TABLE OF CODES FOR CAUSES OF CSR-SYSTEM ERRORS

0 CAUSE UNKNOWN 0 =253

1 PHONETIC SIMILARITY 1 =315
a. Whole-word similarity (five /nine)
b. Partial-word similarity (sixteen/six)
c. Word boundary crossing (seventeen/seven ten)
d. Coarticulation (two eight /three)

2 ENDPOINT DETECTION 2=18
a. Beginning of sentence
b. End of sentence

3 TEMPLATE GENERATION 3 =145
a. Isolated template too long--no extracted tokens
b. No extracted tokens for some other reason
c. Cluster center has extreme duration
d. Variation in final-stop release
e. Difference in stress patterns between isolated and extracted tokens
t. Difference in intonation between isolated and extracted tokens
g. Template is too short
h. Template is too long

4 PAUSE IN UNKNOWN FOR MULTISYLLABLE WORD 4 =9

b GAP BETWEEN WORDS 5=156
a. digits, teens, or decades
b. Other words

6 PRONUNCIATION ERROR 6 =57
a. Dropping amplitude at end of sentence
b. Pause
c. Stuttering
d. Excessive reduced duration
e. Excessive extended duration

7 1-TO-N OR N-TO-1 ERROR 7=1288
a.ntol
b.1to2
c.1to3
etc.

8 PROPAGATION ERRORS 8 =153
a. Adjacent-word error and syntax constraint
b. Nonadjacent-word error and syntax constraint
c. Adjacent word has bad word boundary
d. lllegal syntax

© FURTHER ANALYSIS REQUIRED =111
Total = 639
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ten" while the "N to 1" category is the reverse.

The classification "propagation error” contains those word errors caused by
the misrecognition of a previous word in the sentence. This type of error results
trom the use of syntax to restrict the potential word candidates in various parts of
the sentence. Occasionally, i a key syntactic word is misidentified in the phrase,

the proper templates are not matched with the speech following this word.

To illustrate, consider the phrase "Tell-me the status of aircraft alpha bravo
thirty two". In the airline query grammar, the words in the "alpha” node must be
preceded by the word "aircraft’. 1If "aircraft” is not identified, the words "alpha"
and "bravo” will also be misidentified. Errors such as "alpha” and "brave"” in the
above example would be classified as propagation errors while “aircraft” would be

placed in another error category.

8.4 Results of Error Analysis

Certain word errors cannot be ascribed to a single cause. For example, a word
may be identified as a similar sounding word, but may also have an inadequate tem-
plate or may cause a one-to-N or N-to-one type error. Thus, there is not a one-to-

one correspondence between word errors and error classifications.

The data base of 425 phrases with errors contained 639 individual word errors.
A summary of the classification of these errors is presented in Table 8-2. The
phonetic similarity class contains 315 errors. Thus, for nearly half of the words in

error, the CSR system recognizes a similar sounding word or words.

The second most common error category is propagation errors. In these
cases, correction of the source of the propagation error would likely correct muiti-
ple errors. The third most common category is template generation. Improved
training techniques may correct many of these word errors and errors in other

classifications as well.
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The most challenging aspect of the 100 word airline query grammar is recog-
nizing the phonetically simular digit, teen, and decade words. A confusion maltrix of
errors between Lhese words is presented in Table 8-3. Propagation errors are nct
included in this tabulation. The rows in Table 8-3 correspond to the intended word
while th2 columns represent the mistakenly recognized word. At the far right of the
table is a column containing the number of word trials, the number of times ecch
word appeared in a performance test phrase. The diagonal boxes i1n the table
denote the confusions of each word with its phonetically similar counterpart, for
example, "four" with "forty"” or "thirty" with “three”. The confusion of "seven" as
"seventy” occurred 23 times in the performance test while "eight" was confused
with "eighty” on 17 occasions. The clustering of the confusions on the diagonals
clearly demonstrates the difficulty of recognizing competing similarly sounding

words.

Table B8-4 presents a tabulation of the number of words in error for each of the
2500 phrases of the performance test. 2085 phrases had no errors while 294 had
just one error. The second line of this table presents the data where propagaticn
errors are ignored. Propagation errors aside, in B5% of the cases where the CSR sys-
tem misrecognized a phrase, it misrecognized only one word in the phrase. This
indicates that CSR system word errors are somewhat independent with the excep-

tion of propagation errors, of course.
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Table 8-4

Number Ot Word Errors Per Phrase

WITH PROP. ERRORS
WITHOUT PROP. ERRORS

0 1 2 l 4 | 5 or more
T
2085 | 294 | 73 ‘ 11 15
2085 | 346 | 57 I 1 0
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9. CONCLUSIONS

In performance of the Limited Connected Speech Experiment, ITTDCD has
demonstrated that a one hundred word vocabulary can be processed in real time
with high word recognition accuracy while concurrently providing a fiexible “Voice-
control” feature which allows the user to control the CSR system via spoken com-

mands of his own choosing.

Three major conclusions from this contract are presented below:

1. The tem, 'ate averaging study discussed in Chapter 5 showed that a
speaker dependent CSR system with storage and processing limita-
tions achieves better performance with a set of averaged tokens than
with any individual st of tokens.

2. Performance of the CSR algorithm is extremely dependent on the
quality of word templates. In the initial development experiment dis-
cussed in Chapter 6, a word rate of 85.7% and a phrase rate of 53.8%
was obtained with isolated single word templates. For the final
development experiment the corresponding figures for the same test
phrases and speakers were 86.7% and 85.2X. The recognition algo-
rithm was the same for both experiments but the training technique
was modified.

3. CSR performance on a given task will vary sharply according to the
structure of the task synta~ and the choice of the task vocabulary In
the 100 word versus 82 word experiment described in section 7.3, a
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median word rate of 94.67% was achieved for all words on the 100 word
test. For the same test phrases and speakers on the B2 word test, the
median word rate was 88.0% (excluding "of for the” errors). A reduc-
tion in word errors of 83% was thereby achieved by restructuring the
syntax, removing phonetically similar words from the vocabulary, and

ignoring semantically irrelevant errors.
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CONNECTED SPEECH RECOGNITION SYSTEM
USER'S GUIDE




User Interface

That portion of the Vax-11 /780 CSR system which is visible to the user is called
the user interface. Through this interface, the user invokes the ¢SR program and
indicates to it the type and order of operations to be performed.

1. Program Invocation

The VAX-11/780 CSR system is much like any other UNIX® applications program.
It can be executed any time when the user is at the shell level, although it is nct
currently linked to either /bin or /usr/bin. This requires that an absolute path-
name be used to start up Lthe program. That pathname currently is
fusrl/a/sr/bin/csr

The CSR system accepts optional switches at invocation which affect its process-
ing. The syntax of the program call is
esr [-ceistv] [extension [command. file .. ] ]
(This assumes that a chdir(1) to the resident directory has been done previously.)
The switches include

-¢  Continue processing following fatal errors. This 1s the default setting. Be
careful, however, since fatal errors can cause spurious results to occur.
This switch 1s mainly intended for program testing and short program
runs without command files. Long experiments should use the -t switch
(see below).

-e Use the next program argument as an extension when forming both the
DPA analysis and experiment results pathnames. In both cases, the
extension (or as much of it as will fit) is appended onto the end of the
formed pathname. Keep in mind that UNIX pathnames are limited to 14
characters.

-4 Open a file with the name .csrrc in the current directory and perform its
cormmands as if they had been entered from the keyboard. This is useful
for performing repetitive initialization sequences. Normal processing
continues following end-of-file on the initialization file.

] Operate 1n silent, rather than verbose, mode. Normally, each CSR com-
mand displays terse information concerning its execution. This informa-
tion can be suppressed by specilying this switch. Fatal errors and pro-
gram diagnostics cannot be suppressed, only informative messages.

-t Terminate on first occurence of a fatal error. This should always be used
for long experiment runs, since an error can result in spurious results
from that point on.

v Dperate in verbose, rather than silent, mode. This is the default setting.
Normally, each CSR command displays terse inforamtion concerning its
execution. This information is written to the user's terminal or to the
experiment results file {(if experiment mode is on). Fatal errors and pro-
gram diagnostics are always written to the standard output unit and can-
not be suppressed or redirected without use of the shell's redirection
facilities.

If command file(s) are specified on the invocation line, the program automati-
cally terminates when the end of the last cornmand file is reached, provided no fatal
errors or other terminating conditions were encountered. Otherwise, the program
will prompt the user for valid commands and terminate upon entry of the quit com-
mand.

-A-2~-




2. Program States

While the VAX-11/780 CSR system is runmnung, it is in one of three distinct states
or modes:

. Command mode is the normal, default state of the CSR system. In this
mode, commands are read from either the keyboard or specified com-
mand files. Each recognition trial must be explicitly performed by issuing
the recognize_speech command. Whenever an interrupt is caught, the sys-
tem returns to this state, regardless of what state it was in before the
interrupt.

. Ongoing Recognition mode is the program state in which recognition trials
occur one after another with no intervening user action. As soon as the
results of one recognition trial are displayed, the system is listening for
the next unknown utterance This mode is entered from the Command
mode by setting the Single_recog switch ofl.

The user may exit to the Command rmode by hitting an interrupt
(labeled DEL or RUBOUT on some terrmunals) or to the Voice Control mode by
saying the isolated word control. While in Ongoing Recognition mode,
there is no input read from the terminal or any open command file(s}.

» Voice Control mode is made the current state if the user says the isolated
word control or types it in while in Command mode or if the 1solated word
control is spoken while in Ongoing Recognition mode. A small subset of the
commands that the user has available in Command mode are available in
Voice Control mode. The main difference is that while in Voice Control
mode all commands are spoken, rather than typed in from the keyboard.
Typical commands are 1solated words that require no arguments.

The user may exit to the Comrnand mode by hitting an interrupt or
by saying offline. Similarly, saying recognize switches the system into
Ongoing Recognition mode. While in Voice Control mode, there is no input
read from the terminal or any open command file(s).

NOTICE: Although being in Voice Control mode requires ongoing
recognition, it 1s quite different from the Dngoing Recognition mode in
that only the control syntax/vocabulary is active. Ongoing Recognition
mode, on the other hand, generally has the non-control syntax/vocabulary
active (with the exception of the meta-control words cancel and control).

3. Commands

3.1. Command List

The list of valid CSR commands includes commands which are allowed only from
the keyboard {preceeded by the { symbol), allowed only from a command file (pre-
ceeded by the { symbol) and those allowed both from the terminal and spoken in
Voice-control mode (preceeded by the » symbol). Valid commands from the key-
bcard are entered in response to the system's prompt (which is initially ">", but
can be changed under user control). All command names can be abbreviated to as
few characters as are necessary to guarantee uniqueness. For example, in the list
below sp, speak and speaker are all valid names for the same command. However,
specifying a command name of s is ambiguous because save_speech,
set_environmend, signal and summary, as well as spesaker all begin with the letter s.
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analyzis [off | on [@nalysis_results_pathname] ]
average [averager_grguments )
banner {one_line_message)
change directory {new working_directory]
clear_template word [directory]
command_file command_file_pathname

= control

o display

1 document {command_name ...}
experiment [off | on experiment_results_pathname) |
extract [fct) [extractor_arguments]

t help [command name .
live_experiment standard phrose_pathname
load_syntax syntaz_specification_pathname
load templates

e offline

» options
phrase training [starting phrase_number] [output_directory)

pwd

quit/~D (control-D)
 recognize {digital unknown_pathname]

~eset_environment [variable_name ...]

save_xpeech oulput_pathname

set_environment [variable_name new value] ...

mignal UNIX_signal name {ofI | on]

speaker initials

summary [one_line_message]

task fosk_name

train_system [utterance_string [output_directory] ]
1 tty_input

anix | C_shell command]

version

vocabulary_training [ beginning_word] [repetition_count]
« word-scores

1 | C_shell_command]

# [one_line_caomment]

3.2. Command Descriptions

3.2.1. enalysis [of! | on [analysis_results_pathname)

This command changes the current state of analysis processing. When turned
on, detailed recognition informatisn that includes DPA distances, directions of
movermnent through the DPA matrix and frame-by-frame recognition scores. In
either the off or on setting, analysis processing does not affect the recognition algo-
rithm.

When used with no arguments, the current state is toggled {(from off to on, or
vice-versa). If only one argument is present, it must be either the string off or on.
When turning analysis mode on in this case, the previously-used or default filename
is opened as the output file. The detault pathname is of the form

/tmp/AlUl pppppp(ee]
where "W is the first four letter of the user's logon name, "pppppp" is the zero-
filled, six-digit process ID number (of the object program), and "ee” is an opticnal
extension that the user specified at program invocation by using the -e switch. If
the user specifies a pathname when turning the analysis mode on, that pathname
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takes precedence over the default narme.

1

3.2.2. average [averager_grguments ]

The average ~ommand cxecutes the template averager and. with no passed
arguments, produces averaged templates in the speaker's c02 directory Tl.=
averager only uses those files that have been created by training since the lust
averager run Any arguments following the command name are passed in to the
template averager. Since this command executes another UNX program via
Jork sexec, it could take a few muinutes to finish.

3.2.3. banner [one_line_message]

The banner command allows the user to conspicuously display a single line of
text on the standard output unit. The message is preceeded and followed by three
pound signs (#) and the message i1s optional. This command is useful for informing
the user of events, such as the completion of recognition trials for a speaker.

3.2.4. change directory [new 1working_directory]

This command allows the user to change the program's concept of its current
working directory. This is useful since speech files reside in many different direc-
tories. The full power of the shell's chdir(1) command is supported. If no argument
is specified, the directory which the user was in when the CSR system was invoked is
returned to. If an argument is present, it is a pathname of a directory to chanzge to.
The specified pathname, and those higher in the hierarchy, must be searchable by
the user and must be a directory. This command can also be abbreviated to cd or
chdir. One note of caution: just as in the shell version of the command, a directory
changed to 1s the current working directory until another instance of the command.
Since many CSR commands take pathnames as arguments, be exiremely careful
when using non-rooted pathnames, since they will be affected by the current work-
ing directory and its location in the file hierarchy.

3.2.5. clear_template word [directory]

The clear_template command allows the user to discard all or some of the
repetitions of a trained vocabulary word. The first argument is always required and
is the vocabulary word whose template(s) need to be retrained. The second argu-
ment is an optional directory from which to clear the word. If the directory is not
specified, the word is cleared from all directories owned by the user.

Recall that when in training, template files are created read-only. Tlis
effectively prohibits accidental destruction through retraining. If a retraining oi a
word is desired, the word's template(s) must be cleared first and then retrained.
Since clear_template accomplishes its task by merely changing the access mode of
the template file(s) to read/write by all, a cleared template is not destroyed until a
retraining is done.

3.2.8. command file command_file_pathname

This command is extremely useful for long or repetitive sequences of CSR com-
mands. Commands are entered into a file with the assistance of cne of the meny
available text editors. Then, each time this command is executed the commands in
the specified file are performed as if they were entered by the user from tihe key-
board (with the exception of those keyboard-only commands). Command files may
be nested to a depth of 9, which should be more than adequate for most applica-
tions. This number can be raised to a maximum of 15, if absolutely necessary by
changing the value of the defined constant CFM_NEST to 15.
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3.2.7. control

The control command places the CSR system into Voice Contro! mo ’e {see §2)
Once in Voice Control mode, command input from the terminal and any open cem-
mand files is suspended. There i1s a small subset of commands that are operativa
during Voice Control mode. These include:

) display

. offline

. options

. recognize

. word-scores

This command can being entered from the terminal keyboard or spoken durirz
a recognition trial. The user can exit from Voice Control mode by sayirg

offline or by hitting an interrupt. In either case, the program returns to Com-
mand mode.

3.2.8. display:

This command displays the current values of the CSR system's settable
engineering parammeters. It is equivalent to typing set with no arguments. It is vaud
both as a keyboard entry and as a spoken command while in Voice Control mode.

3.2.9. document [command_ name ...]

This commmand, when entered from the keyboard only, allows the user to peruse
various external documentation files concerning valid CSR commands. If no com-
mand names are specified, the entire list of command documentation is shown to
the user, in alphabetical order, one page at a time. If command name(s) are
specified, only those commands are docurnented. In either case, the progran
fork/executes a UNIX shell to page through the output using the more(1) command.
The external documentation is located in /usrl/a/sr/csr/csr.doc.

3.2.10. experiment [off | on [ezperiment_results_pathname] ]

The experiment command changes the current state of experiment processing.
When turned on, recognition results, as well as verbose program output, are written
to the experiment results file instead of to the standard output unit.

When used with no arguments, the current state is toggled (from off to on, or
vice-versa). lf only one argument is present, it must be either the string cfR or cn.
When turning experiment processi..g on in this case, the previously used or defau't
filename is opened as the output file. The default pathname is of the form

/tmp/Elil pppppp|ee]
where "llll" is the first four letters of the user's logon name, "pppppp” is the zero-
filled, six-digit process 1D number (of the object program), and "ee” is an option:l
extension that the user specified at program invocation by using the -e switch. If
the user specifies a pathname when turning the experiment processing on, thet
pathname takes precedence over the default name.

3.2.11. help [command.name ...]

This command, when entered from the keyboard only, allows the user to view
one-line summaries of valid CSR commands. If no command names are specified, tha
entire list of command summaries is shown to the user, in alphabetical order, onz
page at a time. If command name(s) are specified, only those commands are sum-
marized. For more detailed documentation, use the document command.
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3.2.12. linear transform [off | on [linear_transformation_pathname)

The linear_transform ccrmmand changes the curent state of hinear transforma-
tion processing. When turned on. all subsequent speech input is transformed by the
linear transformation matrix that was last specified.

When used with no arguments, the current state is toggled {from ¢ to on, or
vice-versa). If only one argument is present, it must be either the string off or on.
When turning hnear transformation precessing on in this case, the previously used
filename is used as the transformation. The default transformation pathname is
undefined (null) and thus the user must either use the set_environment comma..d
to set the Transform environment value to the appropriate transformation path-
name or the linear transformation pathname must be explicitly specified the first
time.

See §1.2 in Data Descriptions for more details.

3.2.13. load syntax syntar_specification_pathname

The load_syntax command sets up the syntax data structures that are neces-
sary to drive the recognition algorithm. The DPA process is syntax-directed anc .l
not work without some kind of syntax present. Currently, for simple grammars that
operate without syntax (for example continuous digits) there is a dummy syntex
available in /speech/csr/syx/anyd.syx that permits any combination and order of
vocabulary words. More complex grammars, not surprisingly, have more complex
syntax specifications.

3.2.14. quit/~D (control-D)

The quit command is the only way to gracefully exit the program explicitly. If
experiment processing is on, it is turned off and results are summarized prior to
program exit. An alternate and equivalent way to quit the program is to enter a
control-D.

3.2.15. read template speech file_pathname [template_§] [nosyntax]

This command allows the user to load template memory and to indicate the
template number to be assigned and whether the template is constrained by the
syntax. It and downline load are the only ways to load template memory.

When only a single argument is present, it is the name of a UNIX file that ccn-
tains speech written as described in §1.1 of Data Descriptions. The source of the
data can be either PDP-11/80 or VAX-11/780 which is indicated by the Scurze
environment value. The file is opened, the data is read into buffers and the buffers
are pre-processed before being stored into template memory. This pre-processing
is necessary due to the differences in how network information is stored. In the sin-
gle argument case, the first available template number (starting at 1) is assigned.
It a second argument is present, it is assumed to be the template number cor the
string "nosyntax” (or "nosyn" for short). In the former case, the specified number
is assighed to the template and any existing template with that number is overwrit-
ten. If the "nosyn"” string is present as the final argument, it indicates that this
template is not constrained by syntax; i.e. the template can match any unknovn
utterance at any point in the partial phrase. A typical use for the meto-syntaz indi-
cation is for the silence template. It is not part of the grammar, vocabulary or syn-
tax, but it should be considered a candidate for matching within the DPA process at
any time.

Although template numbers can be specified when reading speech templates
into memory, 1t is advised against doing so. This is due to the restrictions that the
syntax imposes. Templates must be loaded in the same order that the syntax
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specification is laid out. The DPA process expecls template numbers to bezin vt 1
and increment with no "holes”, or missing templates If a template numiber @3
expected to be filled with a template and it is empty, the DPA process v 01 flil i
work properly.

3.2.16. recognize_speech speech_file_pathname

This command performs a recognition trial between the speech contained 1n
the specified file (the unknown) and all templates that are in template memcry.
There must be at least one template 1n memory for the DPA process to be 1nitiated

Each frame of the unknown is compared against all frames of all templates 0
memory that syntax considers acceptable. Syntax may reject whole templates, cr
portions of templates due to syntactic restrictions. For a given unknown/temn! o
pair, a DPA matrix can be output if both analysis mode is on and the 4naly_{zm
environment value is set to the desired template number. This matrix contains
detailed information that was used by the DPA process to determins the b.:t
matching template. This includes inter-frame distances and indicates the path the
DPA process chose as the best one through the matrix (see §1.7 of Data Descriptions
for an example).

After all templates have been compared to each frame of the unknown, the
unknown phrase is printed along with the best matching choices from among the
templates. In continuous speech applications, the unknown is typically a multi-
word phrase and the best options are combinations of vocabulary words that proved
closest to the unknown. The best matching choice is presented first, along with ils
score. Following this are the next best choices and scores, one choice to each line,
with the better choices appearing first.

3.2.17. reset environment [variable_name ...]

The resetl_environment command sets environiment values back to their initial
(default) values. All variables can be reset or just those specified. In either casze,
those variables that are reset are displayed with their new, initial values.

This cormmand is useful for duplicating the environment for respective experi-
ments in a single run. NOTE: Variables are reset to the values that they have whan -~
the program is executed, not necessarily to the values that they had when the first
recognition trial was made.

3.2.18. set_environment [variable_name new value] ...

This command modifies selected environment values or displays the total
environment. The number of arguments determines its processing. If no argu-
ments are present, the CSR environment is displayed with no changes. If arguame:ts
are present, they should be in pairs. Each pair specifying a valid environment veari-
able name and a value to set it to. Variable names can be abbreviated Lo as few
characters as are necessary to guarantee uniqueness. It is considered to be a fatal
error to reference an unknown or ambiguous variable or to set a variable to a value
out of range or of the wrong type.

8.2.19. signal UN/X_signal name [off | on]

The signal command causes specified UNKX signals to be ignored or to terminate
the program (default setting) upon their receipt. It is a very simple interface to the
signal (2) function that the UNX kernel makes available. If a given sighal 1s being
ignored and it is received by the program, the signal name will be displayed to the
user to indicate that the signal was received. This notification can be important
since some signals cause system calls {such as reads and writes) to fail. regardless
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of their effect on the receiving program. For example, the user can specify that
interrupls be ignored However, if one is received when a read is outstanding, thie
read fadls and returns an error status.

Although any or all signals can be ignored, it is best to only ignore those sign:ls
that are user-generated. Naniely, hangup. interrupt and quit. It serves hittle yu.-
pose to \gnore a bus error, segmentation violation and others since they indic:le
very serious program flaws that will cause program termination sooner or later.
This command is best used carefully.

3.2.20. summary [one_line_command)]

This summary command causes the current experiment counters to be written
out to the experiment results file, following an optional single-line message. If
experiment processing is turned off, this command does nothing. Counters written
out include the number of phrase (recognition) trials, number of correct options
and errors (accompanied by percentages), number of word (sub-recognitict.)
results, correct matches and errors and the number of times the silence template
matched. Although the output looks identical to that produced when experiment
mode is turned off or when the program terminates normally with experiment pro-
cessing on, there is one big difference: summary does not reset the counters back
to zero. The main advantage to using this command is that if multiple speakers are
being recognized in an experiment, following each speaker the accumulated totals
to date can be written out. Notice that since the counters aren't reset, all counts
are accumulated from the last time the experiment processing was turned on.

3.2.21. tty_input

The tty_input command, when encountered in a command file only, causes the
system to audibly prompt the user for keyboard input and continue accepting input
from the keyboard until the user enters a control-D or a quit command. The sys-
tem also uses a different prompt (*) to distinguish to the user that this keyboaid
input has been requested by a command file. This command is useful when the uszr
wishes to check intermediate results during long runs. After the user terminates
the keyboard input, processing of the command file continues with the next com-
mand. Entering this command from the keyboard elicits a warning message, if the
verbose output mode is on.

8.2.22. unix [ C_shell command)]

This command causes a temporary UNIX C shell to be run, temporarily suspend-
ing the CSR system for the duration. If no arguments are present, a shell is created
and run until the user terminates it with a control-D. Normal shell aliases, search
paths and variables are sel to those that the user would have when logzing in to
UNIX. If argument(s) are present, the first one is assumed to be the name of a pro-
gram to run at the shell level. Second and subsequent arguments are inputs to the
program. This version of the shell is historically called a mini-shell since 1t e:e-
cutes the specified program and immediately exits back to the CSR sysiem. Notice
that when arguments are specified to the unix cornmand, the user needn't (and
shouldn't) enter a control-D to terminate the shell.

3.2.23. uplineload formatted template_pathname [template_§ ...)

The upline_load command allows the user to write templates out of template
memory to an external file. The main difference between this command and the
write_template command is the structure of the output files. This command
creates a file that can be read by the downline load command. The file is formatted
exactly as template memory is so there is no need for pre-processing of the speech
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data as there is with the write_template command.

When a single argument is present, it is the pathname of a file to create. If
multiple arguments are present, all arguments following the pathname are tem-
plate numbers to write out. If no numbers are present, all templates are written
out in numeric order.

3.2.24. version

The version command causes several lines of information concerning the ¢sR
system to be displayed on the standard output unit. The information includes the
program's name, version number, resident directory (of the object) and the last
date it was compiled.

3.2.25. write template speech._file_pathname (template_# ...]

This command writes templates out of template memory to an external file. All
of template memory can be written out or selected templates can be output
depending upon whether template numbers are present or not. The output file has
the same format as that described in §1.1 of Data Descriptions. Although all of tem-
plate memory can be written out, it is advised that each template be written to a
separate file. The only files that are currently supported that contain multiple
speech files are PDP-11/60 archive files (see archive command description). Writing
the template out does not affect its representation in template memory. Make sure
that the current working directory of the program allows writing or specify a rooted
pathname as the output file name.

4. Environment Variables

4.1. Variable List

The CSR environment variables control the operation of the system. Most of the
environment variables pertain to the recognition process and don't affect any other
parts of the system. The environment variables are listed below with a shert
description, its type (as declared in C), its default value and the range of values that
it can be set to. When specifying variable names, only enough characters to guarza-
tee uniqueness are required. Thus, L, Lrm and Lrmdim are all names for the same
variable. However, Amp is ambiguous since both Ampn_normalize and Amp_threshold
begin with the string "Amp"'.
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Environment Variables
Name T Type | Default | Minimum Maximum Comment
Amp normalize ] char off off on
Amp threshold | short 200 0 32767
Analy char off off on Read-only
Analy tem short -1 -1 Templates
e, tor float 1.3125 0. 5.
Beam_threshold | short B132 0 32787
Beginpen short 80 0 32767
Charmode char off off on
Charset char* null n/a n/a
Chrent short 250 0 250
Chrsz short 10 0 10
Dest char p p v
Dislim short B8O ¢] 327687
Dstent short 80 0 32767 Unused
Dstsz short 250 0 250 Unused
End silence short 8 0 32787
Exp char off off on Read-only
Frame_count short 500 0 500
Frame _size short 20 0 20
 Lxmdim short 16 0 16
Maxopt short 10 0 10
Min _dst short 4 0 4 Unused
Mult short 4 0 32
Pad short 5 0 Frame_ count
| Peak_amp short 500 0 32767
Prompt char* " n/a n/a Limited to 14 bytes
Silshft short 1 0 32
Similar short 1600 0 32767
Skip short 2 0 32767
Source char p D v
Templates short 100 0 100
Tirsz short 20 0 20
Transform char* null n/a n/a
Verbose char on off on
| ¥indow _short i0 0 _Frame.count
Xtormode char of off on
Xi'rsz short 10 0] Frame_gize
| Xgcale short 0 0 _32

Figure X. Summary of CSR Environment Variables
4.2. Fnvironment Variable Descriptions

4.2.1. Amp normalize — Amplitude normalization flag

The amplitude normalization flag controls whether normalization of amplitude
is performed on all subsequent inputs of speech data, both templates and unk-
nowns. Amplitude normalization involves replacing the input amplitude with en
average amplitude obtained by summing the frame parameters and dividing by Lhe
number of parameters. Rounding is used when the number of parameters is not
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even.

4.2.2. Amp thréshold -- Threshold of speech

The amplitude threshold is a value that delimits speech from “silence” 1L s
only used when endpoint detection is being done, usually when live speech 1s being
processed (which is seldom or never). Each input frame’'s amplitude 1s compared
with the threshold value and if it is less than or equal to the threshold, the frame is
assumed to be silence. Conversely, if the amplitude value is greater than the thres-
hold, the speech frame is assumed to be speech.

4.2.3. Analy — Analysis processing mode indicator

This toggle value is read-only and cannot be set using the set_environment
command. Rather, it indicates in an off 7/on manner the current state cf analysis
processing. Use the analysis command to change the state of analysis mode pro-
cessing.

4.2.4. Analy tem -- Analysis template number

This value, when set to a template number with analysis processing on, causes
the unknown/template DPA matrix and scoring information to be written out to the
DPA analysis file. When set to -1 or 0, or when analysis processing is off, does not
affect the program or its results.

4.2.5. Beamn factor -- Bean search multiplier

The bearmnfactor defines a window on the partiel phrase scores which elim-
inates some scores from post-processing. After each unknown frame is processed,
the beam._factor is multiplied with the best (lowest) score. The resulting preduct 1s
stored in the Beam_threshald environment variable and defines the largest score Lo
process during scoring. Typically, the window defined by the product eliminctes
707 of the scores as being too large. The scoring algorithms are very sensitive to
this value and even small changes can affect results.

4.2.6. Beam threshold -- Beam search threshold

This value gives an upper-limit on the recognition scores that will be processed
following each pass of the unknown frame. It is produced by multiplying the bcst
(lowest) score on a given pass with the Beam. factor environment value. It can be
set before each recognition trial, however it is reset after processing each unknown
frame.

4.2.7. Beginpen -- Starting path penalty

This value gives a penalty increment to apply to templates that start paths for
each unknown frame. The DPA process and syntax specification may allow tsm-
plates to begin a path anywhere within the unknown utterance. However, as cne
proceeds along the unknown, the penalty assigned to templates that begin
increases until a path through the DPA matrix ends. This prevents the firsl [cw
frames from being discarded just because they don't match any of the templates
very well. Typically, this value is set to BO which defines the starting path penalty to
be 1 {(on unknown frame 0), Bl (frame 1), 161 (frame 2) and so on until a path is
completed, at which time the penalty is set to the ending template's score and
incremented each unknown frame by Beginpen.
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A CONTINUOUS SPEECH DATA BASE *®

8. P, Landell, A. R, Saith, H. M. Koble, and M. L. Alcove

ITT Defense Communications Divistion
10060 Carroll Canyon Road

San Diego, California

1. 1NTRODUCTION
The development of continuous speech
recognition algorithas requires extensive

testing on large datas bazes from a wide sam-
pling of the spesker populstion to obtain
statistically significant performsnce dats.
An attempt to design and record such » dats
base has been made by the ITT Defense Cosmun-
ications Division. The data base has several
useful cgomponents including phrase aets gen-
erated frows progressively larger finite state
gremaars, a oconnected digit coaponent, an
alphabet aspelling component, end a disgnostic
rhyae component. This paper descridbes the
content of the dsta bsse and the recording
facilities and procedures used to collect the
speech data.

92131

2. DATA BASE DESCRIPTION

The continuous speech recognition data
base designed by the ITT Defense Communice-
tions Division i3 sumssarized in Tadble 1,
Speech has been recorded froa s spesker popu-
lation consistiog of 25 males and 25 females.

The spoken materisl involves training and
test utterances from aeven data base coOm-
ponants which will now be descridbed in
detail.

2-1 Airline 3evs

The components denoted as Airline Sets
1-% in Table V are interrelated. This por-
tion of the dats base has been desizned to bde

Table §
DATA BASE SUMMARY
NUMBER OF CONTDILOTS KXUMBTR OF
DATA BASE NUMBZROF  VOCABULARY  VOCABULARY sreecH NOJZS N
Rt tw b Y, . - - : A A
Atrtine Set 1 25 male 53 words a3 80 phrases 21
25 female
Airtine Set 2 25 male 100 words 3 80 phrases + 30
25 female @8 phreses for
tamplates
Airiine Set 3 11 male 211 words 3 80 phrases 82
1] female
Asrline Set 4 1] male 301 words 3 50 phrases 128
11 female
Izt Stnngs 10 male 10 digits 3 150 digit
10femas's nrings
Alpbabet/ 10 male 28 letters -] 80 word
Word Spelng 10 female spellings
Diegnostic Rhyme 2 male .28 words 7
-Jnitial Conson 2 fsmale
-Final Conson 2 male ;25 words ?
£ female

T-Vals worx was performed under RADC contrect number F30602-81-C0155,
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Figure 1. Finite State Grammr For Airline Set 1 (53 word vocsbulary, 21 nodes)

representative of limited syntex applicstion
areas for speech recognition. The phrases in
the Airline 3ets are representative of a sim-
plified air travel inforastion retrieval
applicstion.

The sentences in Atrline Set ! were gen-
erated by the finite state gremmar depicted
in Figure 1. The grasasar contasins 2) nodes
(including the start and end node) and a 53
word vocabulsry. Grammars for Airline 3ets
2-%4 were then designed by progressively
expanding this core finite state gramsar to
include pdditional nodes and node connections
as well as additional words in the vocsbu-
lary. Tnus, for exsaple, sny phrase generated
from the Airline Set 2 gramsamsr cen aslso be
generated from the grasmar of Airline Sets 3
and 8. However, such a phrase cannot neces-
sarily be generated by the grsamar of Airline
Set 1. Table 2 gives exsmples of the types
of sentences that are added Ddy Airline 3Sets
2, 3, and A,

Table 2
EXAMPLES OF PHRASES FROM AIRLINE SETS 84
Alrtine Set 2

Repor: the fught schedule of aircraft charle yankee
four eleven from Beston

Te!: trc the ceparture Lime of Wesiern Qight number
flieen

Mriine Set 3

§ want 0 retusn frem New Orleans to Pnoerux on Moo
day (2o tiurceenth of Jaruary

F.gh: scned ¢ from Hartford Connecticut Lo Portiand
Cregen 22 Fridey. April twenty fith.

Mriire St 3
) am 9a;.og ot the Poyal Inn hote!
1 wow? L.ke Lo get some inJormaticn aboul my reser
valsn
Vs 1elepncae number s 929-6885
1wl pay with my American Express card.
] wewld (ke \o report a green coat lost on Allegheny
two twelve

Table 3 shows the growth in complexit
of the airline grammars by severa) differen
asasures. The fourth coluan shows that the
maxisus sentence length ranges from 11 words
to 22 wvords, while the average senteance
length increases from 9.6 words to 18.6.
Siatlerly, in column five, the totsl numbder
of phrases genersted by each grasasr ranges
by orders of sagnitude froa w.pnruu to
10! phrases. The last coluan gives an
information theoretic measure of complexity.
The perplezity® (emtropy s 1log, perplexity)
measures the average number of word choices
st each word position of the languags. Thus,
for example, a recognition system using Alr-
line Gremmar 1 would have to choose between
approximately 5.7 words on the aversge as it
identified each newv word in the sentence.
Without the grammar, but with the same voca-
bulary, all 33 words would compete at each
word position.

Tabie 3
COMPLEXTY OF AIRLINE GRAMMARS
Maximum
(Average)
Words Number

Grammar Vocad i Per of Per-
Airline | 83 21 1. {e8) 1.0x:0 [ 32
Arme2 100 0 34{:24) 3md'l 22

Airiine 3 21
Airhine ¢ 301

82 2(:ee) 2:x0'7 e
126 z(ee) ®:x:0'7  vee

v Jellnek, Y., Wercer, X. L., Sah}, L. R.,
and Basker, J. X., "Perplexity - A MNeasure
of Difficulty of Speech Recognition
Tasks®, The Journal of the Acouatical So-
ciety of Americs, Vol. 62 S8t, 1977,
abstract.
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According to the perplexity, snd to the
C.3. ¢ of precision given in the table, Air-
line Grammar 4 has the same coaplexity as
Afrline Grammsr 3 even though Set 8 has
larger vocsbulary. This is true because the
new words of Set & are added in new finite
state paths wvhich do not significantly
{incresse_the total number of pnrnl%’ (i.e.,
about lO’phraael were added to the 1 5&?!.0.
in Set 3).

As shown in Table 1, 3all 50 speskers
recorded training and test utterances for
Airline Sets 1-2. Training deta was col-
lected for each spesker Dby recording three
isolated word repetitions of the 100 word
vocabulary associated with Airline Set 2
which included the 53 word subset sssociated
with Airline Set 1. The order of presenta-
tion for these words varied with esch repeti-
tion. Additional training aaterial was
obt - .ned by recording 66 phrases generated by
the finite state grammar defining Airline Set
2. This set of phrases contains st least two
occurrences of each word in the 100 word
vocabulary which may be used for extracting
word templates.

A total of 22 speakers recorded training
and test utterances for Airline Sets 3-8,
Training data was collected for esch apeaker
by recording three isolated word repetitions
of only the new vocabulary words added by
Airline Set 3 (111 words) and Airline Set &
(90 words). The order of presentation for
these additionsl wordas varied with each
repetition,

The test material for each Airiine Set
was obtained Dby recording 50 phrases per
speaker. To obtain both a large variety of
phrases and coamon test data across different
speakers, the speakers were divided into
groups. Easch group recoerded s different col-
lection of 50 phrases. No more thsn seven
speakers were assigned to the same group.
Phrases for esch Airline Set were generated
randomly from the associsted finite stete
gremmar with the following constraints. No
phrase was genersted twice within a group of
50 phrases (and rarely across sny two
groups). Also, any phrase generated for Air-
line Sets 2-4 contained at least one word
that was not » member of the vocabulery of
the sasller Airline Sets.

2.2 Digit Strings

The fifth cosponent of the data base
listed in Table ' was designed to focus
attention on the problem of recogni’ing
strings of connected digits. Template train-
ing data vas obtsined by having each of the
20 speaders record three 1isolated word
repetitions of each digit zero through nine.
Tne order of presentation differed with each
repetitior. The test dats involves a set of
153 digit strings containing 40 three-digit
strangs, 40 four-digit strings, SO0 five-digit
strings, and 29 seven-digit strings. The
seven=-digit sirirngs were presented to the
speaker usirg the pattern XXX-XXXX, thereby
diving the appesrance of a telephone nuaber.
Thus, » total of 670 digits are pressnt in
the 150 digit strings.

The 1list of digit strings have the fol-
lowing additional properties:

1. Every digit (zero through nine)
occurs 67 times.

2. Every digit occurs as the first
digit 15 times.

3. Every digit occurs as the last
digit 15 times.

LIS In the 20 striags of aseven digits,
every digit occurs in the poaition
immediately before the hyphen
twice. Every digit occurs in the
position immedistely after the
hyphen twice. Finally, the pair of
digits separated by the hyphen are
all distinct.

2.3 Alphabet/Word Spellings

The sixth component of the data base
shown in Tadble 1 has been designed to focus
attention on the prodles of recognizing
letters contained in spelled words. Teaplate
training dats has been obtained from esch of
the 20 speskers by recording five iaolated
word repetitions of the alphadet. The order
in which the 26 letters were presented varied
with each repetition. To obtain test dats,
esch speaker was asked to spell 50 words in a
continuous speech fashion. The words were
selected from a 8000 word vocabulery with a
gosl of wmsxisizing the nusbder of unique
letter pair combdisstions in the 50 word sud-
set. These 50 words are shown in Table N.

Table 4
TRST UTTERANCES FOR WORD SPELLING
COMPONENT OF THE DATA BASE

1. absolution 18. halfway 35. rhythm
2 barbarians  19. bucloidn 38. submerge
3. deployment 20. immovable 37. unilying
4. expounding 21. ketchup 3. amazingly
8. geograpber 22. whiriwind 30. anxiously
: microscope ::.nunuunun 40.

reassigned . suggested  41. blitskrisg
8. childbirth 25. cuddly 42. blusbpok
9. (alsehoods 28. mystique 4. breskdown
10. brushwork £27. queus 44. bulky
:;.E:s-::: :: thrifty 46. obtains

X © . sdwersary  48. gunpowder
13. jackboots 30. chauvinisen 47. relaxation
14. overview 31. dwart 48. involve
15. aveidance 32. hypocrisy  40. knuckle
16. adjourning 3. oxygen 0. lodgings
17. embeszaling 4.

2.5 Disgnostic Rhyme Test

The final component of the dasts base
involves s diagnostic rhyme test. The voce-
bulsry for this test was described by J. D.
Griffiths®, It consists of 250 words broken
into 50 five-word groups. Words within a
droup differ only in a particular wmicisal
festure. In 25 of the groups, the contrast-
ing element 13 the final consonsnt. An exam-
ple group is: ldig, din, did, dim, 6il1). In
the remaining 25 groups, the contrasting ele-

v CrI?PItﬁl. T D., "RAyaing Minimal Cona
trasts: A Simplified Disgnostic Articula-
tion Test®, The Journal of the Acoustical
Society of Aaerica, Vol. 42, No. 1, pp.
236=-281, July 1967.
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sent s the 1initial consonant. An example
group is: {way, may, gay, they, nayl. Tnis
component of the dats base i3 useful for
snalyzing the strengths and weaknesses of »
speech recognition systes.

A totsl of eight speakers recorded the
diasgnostic rhyae test. Four of the aspeakers
recorded the test involving contrasting ini-
tial consonants; the other four recorded the
test involving contrasting final consonants.
The 125 words associsted with each halfl of
the test were presented to the speakers in
randos order. Seven repetitions of the 125
word 1iat were apoken by each speaker with
the order of presentstion verying for. esch
repstitaion.

3. EQUIPHENT

The entire dsta base was racorded in the
speech research laboratory at the ITT Defgnse
Communications Division fecility in San
Diego, California. This laboratory has been
carefully designed so that high-quality audio
recordings of human speech can be made. &
schematic diagram showing the portion of the
laboratory which was utilized to record this
continuous speech data base is given in Fig-
ure 2.

The room labelled "recording room™ in
the figure contains several features which
are conducive to the recording of speech in a
quiet atmosphere. The walls are double stud-
ded, fiber glass filled, and extend froa true
floor to true ceiling. A solid core door is
used and silencers have been employed in the
ventilation unit.

A portion of the room adjacent t> the
recording room was configured into an opera-
tor work ststion using movable partitions.
From this position, the operstor had visusl

|
1

Movable
Particion

L L L L& L 7 2 2 4

contact with the speaker at ali times via the
double paned glass window between the roomss.
The operator‘'s primary function was to guide
the speaker through the recording session by
controlling both the sequencing snd pacing of
material displsyed on the video monitor in
front of the speaker.

3.1 Recording Equipment

Speskers made their speech recordings
using a Shure MNodel SM10 professional head-
worn microphone. This device 13 1light
weight, has a padded hesdbend to minimize
user fatigue, and is designed for close talk
operation.

Recordings were made using a Techaics
model RS-1500US tcape deck. This unit was
placed within sasy reach of the operator. Al}
recordings asre monsural asnd were made at a
seven and one-half ips tspe speed. The unit
bas a time counter which shous one-hslf of
the actual time for this tape speed.

All recordings were made using one-
quarter inch wide, 1200 feet long 3N Scotch
208 sudio recording tape which ia designed
for minimsal print through. At seven and one-
hall ips recording speed, aspproximately 30
minutes of recording time is possible on a
given track in one directionm.

The speaker's asicrophone was connected
to & Shure Model N67 professional aicrophone
mizer located in the recording rooam. A csble
was then run from this sizxer through the wall
snd into & line input jsck on the rear panel
of the recorder st the operator's station.
The aicrophone mizer was required to give
adequate gein for weak speakers and to add a
synchronization tone at tape stertup
(described delow),

Table

W L SN A S A Ay AW A

L

Table

Door
Recording Room
< Spaaker ‘s
Microphone
@
[ eren

Figure 2

Schematic Diagran of Recording Facilitias
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3.2 Operator/Speaske: Communication Equipmert

Seversl pieces of apparatus facilitsted
operstor/sud ject communicstion and sutoseted
the display of the material to be racorded.

Two computer terainsls were utilized.
One terminal was positioned in the recording
room for diaplaying the words and phrases of
esch recording session to the speaker. The
spesker was sested approximately five (eet
fros the tersinal. It was found thst st dis-
tances less than three fest, the electromag-
netic radiation aemitted from the terainal
monitor was picked up sa sn audible signsl by
the wicrophone. The size of the characters
10 the displayed word or phrase was enlarged
for this terainal 1o msinisize apeaker eye
stratin.

The saterisl displayed on the terainal
in the recording room was controlled by the
operstor using » second terminal in the adje-
cent room. Nith this tersinal, the operstor
.wss able to sccess all data base softuare
files and control the sequencing snd pacing
of materisl displayed to the speaker.

To verbdally communicate with the
speaker, the operator used a push-to-talk
intercom. The operator was able to smonitor
the audio from both the source (i.e the
apeaker's aicrophone) and the tape using KOSS
ProMAAA headphones.

&. DATA SASE SOFTWARE

The entire content of the dats base as
summasrized in Tadble 1 was orgsnized into »
set of software tex: files. These files were
stored on a PDP-11/60 cosputer. Nith the
file structure, the material to be spoken Dby
& given spsaker could bdDe defined as s
specific seqQuence of these text files. “ore-
over, this structure made it possidble to
fntersperse training and test utterances for
esch component of the dats Dbese bdeing
recorded by the speaker.

The trasining and test material for a
given recording session was presented to the
spesker on the vijeo terainsl using prompting
software speclally crested for this project.
In order to svold a li{st reading style, this
software displayed one utterance (word or
phrase) st a tise fros the specified text
file to the speaker. 1t slso displayed the
utterence on the terminal at the operstor's
ststion, slong with an index nuaber.

Tne promplting software enabled the
operstor via keyboard cowsands to control the
saterial spoker. by the subject. After the
speaker completed his or her response to the
d1splayed word or phrsse, the operator could
(8) enter a “continue™ command which would
cause the prompting softwsre to display the
next utterarce ir the text file, (b) enter a
"repeat”™ connard to indicate that the speaker
had corrected an error made {n ytterir; the
word or pnhrase, or (c) enter a commsnd 1o
have a specified utterance froz the Cfile
displayed 15 the speaker. Option "c® was
primarily utilized oy the operator to
redisplay tne vward or phrase just ultered by
the spesker )l an error hsd bDeen made which
was not sell-ctorrected by the speaker.

The proapting software had one addi-
tional feature, As the 3ession proceeded,

the proapling software crested a recording
history file. 7Tnis file contained s record
of each uttersnce spoken by the speaker, snd
the relative tise (in tape counter units) at
which the speaker was prompled. All repeat
comasnds were slso tincluded in the history
file slong with all line redisplsys comsmandesd
by the operator. Each time the sudio tspe was
stopped during the recording sessjon, the
operstor entered the current counter reasding
from the tape recorder into the history file.
Then, wupon restarting the tape, 8 tone
sequence was generated by the software and
recorded on the taps prior-to display of the
first uttersnce in the text file. This tone
sequence 1is useful during tape plsydack,
audio tape editing, or digitization

The relative prompt times were generated
by the computer ciock and were initialized
relative to the start-up of the tape recorder
and corresponding tone segquence. Thus, »
position in the dats immedistely preceding
each spoken ulterance can Dbe asccurately
located.

5. DATA BASE COLLECTIONK

XA typical recording session lasted
betwesn one and one-half and two hours. MNost
‘speakers had very limited information regard-
ing the nature of the activity they were
about to perform.

Prior to entering the recording room,
each speaker completed s questionnsire in
which the Tfollowing information was soll-
cited: 3ex, age, height, weight, place of
birth, residences since bDirth{city, state,
country, dates resided therein), educstional
history (nase of 3school, location, Jdates,
degree, major (field), employment history
(occupstion, dstes), wmilitary experience,
languages other than English spoken fluently
{fncluding whether 1lesrned a3 a child,
teenager, or adult end the source of this
knowledge) . In addition, the questionnaire
a3ked the speaker il he or she had any
unususl chsracteristics in thelr conversa-
tional spesch patterns and to descridbe any
previous experience they may have hsd as a
subject in s speech recognition experiment.
While the speaker was filling out this ques-
tionnaire, the operator was checking the
recording equipasnt and conditions in the
laborstory to ensure that the configuration
was proper for the upcoaing recording ses-
sion.

Gnce the questionnaire had been com-
pleted, the speaker was escorted into the
recording room and ssated. The opersior then
provided the speaker with specific informa-~
tion regarding the recording session. Speak-
ing from & 3et of notes, tLhe operastor
described the content of the session and the
mechanism which would be used to present
2aterial to the speaker for recording. The
operator advised the aubjects to spsak as
naturally as possible. The speskers were
told that if they caught themselves 3sasying
soaething incorreclly, they were Lo say the
word ®"correction®™ and then repest the word or
phrase being displayed. They were also
advised that the operator would redisplay the
saze word or phrase for re-utterance 1f the
operator felt the spesker had misspoken the
word or phresse. The operstor aslso discusased
any i1Jiosyncresies which might be present in
the content of & given component of the data
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base. For exsmple, {f the 3sudbjects were
recording the digit siring component, they
were cautioned to say “zero" instead of “oh"
if the syadol *0" appeared in the digit
siring sequence. If the subjects were
recording one of the diagnostic rhyme com-
ponents, they were told that a few of the
words had commonly used sultiple pronuncis-
tions. Since only one of these pronuncias-
tions was ascceptsble for this test, the subd-
jects were advised that the construction
“"sounds like ..." followed by a rhyming word
would appesr to assist them in deducing the
correct pronunciation., During this briefing,
the sudbjects were free to ask questions and
make any other remsrks which would add to
their understanding of the task at hand,

After completing this briefing, the
operator placed the headset on the speaker
and properly positioned the Shure SH10 uni~
directional microphone. The speaker was cau~
tioned about touching this apparatus or make
inz any hesd sovesents which might slter its
‘position. Tnen, the operator left the
recording room and returned to the operstor
station in the adjacent room of the labora-
tory.

Next, the operator performed a micro-
phone test prior to initiating recording. 1In
this test, the speakers wvere shown a saries
of four phrases and asked to say thea using
their natural speaking voice. The operstor
adjusted the recording level for the given
speaker by monitoring the VU meter resding on
the tape recorder. The level was considered
to be properly sdjusted when the peaks of the

recording level were darely into the positive

3db range and the sverage recording level was
roughly -3 to ~5 db. For some speakers, this
microphons test had to bes repested two or
more times before the operastor was setisfied
with the recording level calibration. Occa=-
sionally, the operator nade additional micro-
phone tests during the session, if the {ini-
tial calibration setting became unscceptadle
due to a change in the level of & spe_ker‘'s
apesch.

Once the microphone test was coapleted,
the recorder was stesrted and the subdbject
recorded a preamble message vhich identified
the date of the recording, the speaker by
name, the speaker number, and the sessfon
content. The recorder was then stopped long
enough to remind the speaker abdout the con-
tent and any idiosyncresies of the first seg-
aent of speech to be recorded. The seassion
then proceeded with the operator controlling
the psce of the the pre-defined sequence of
saterisl which the speaker recorded. After
each vocabulary repetition or test phrase
section was couwpleted, the recorder was again
sriefly stopped to resind the spesker about
the content of the segment which followed.

A total of 50 speakers were recorded; 25
23les and 25 females. In response to con-
tractual commitaents, the vast =ajority of
tnese individusls hed little or no previous
expsrience ss subjects in experiaents involve
1ng volice recording for speech recognition
purposes. The sudject populstion was drawn
froos two sources. Roughly one-half of the
spesxers ware employess of the ITT Defense
Zoaaunicetions Division San Diego facility at
the time the recordings were made. The other
half of the spesker population was affilisted
with a temporary eaployment agency located in
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the San Diego mres.

Male subjects ranged in age from 21-51%;
the wedian age wvas 29. Female subjects
ranged in age fros 18-58; the median age was
also 29. Since the San Diego populastion
represents a selting pot of people from
throughout the United States, the sudject
population represents a broad six of native
American dialects.

The S50 subjects were divided into four
type classifications. Regardless of the
classification category, each spesker first
recorded training snd test materisl from Afr-
line Sets 1-2.

Then, depending upon the classification
type, the speaker recorded training and test
utterances from other componenis of the dats
base as identified in Table 1. Type A speak-
ers recorded matsrisl froas Airline Sets 3-A;
Type B speakers recorded material fros the
Diagnostic Rhyme test involving contrasting
initial consonants; Type C speskers recorded
msterial fros the Disgnostic Rhyme test
involving contrasting final consonants; and
Type D speakers recorded materiasl froa the
digit string and alphabet/word spelling coa-
ponent of the data base.

The vast majority of the speakers per-
formed the Airline Set 1-2 task in 25 to 30
sinutes of actual recording time. Each
apeaker was given a 20 minute break before
beginning the second half of the task. The
recording time for the second session ranged
fros approximately 18 asinutes to 37 minutes,
depending upon the apeakers and the classifi-
cation type.

6. SUMNARY

This speech dats base plays an integral
part in the ITT Defense Cosaunications
Division's continuing effort to develop effi-
cient, effective continuous speech recogni-
tion algorithms. The data i3 restricted to
speech from coopsrative speskers recorded
under quiet conditions. Within the boun-
daries of this environment, however, the
scope of the dasta base is quite broad.
Speech has been recorded from 50 speakers snd
involves training and test uttersnces from
seven different componenta. Four of these
are representative of limited ayntasx spplice-
tion areas for spesch recognition. The oth-
ers involve connected digits, use of the
alphsbet in s continuous speech manner to
spell words, and s diagnostic rhyme com-
ponent. Special care was taken to produce
quality recordinga. The spoken materisl wes
displayed on a video sonitor. Prompting snd
pacing of this material was controlled dy an
operstor positioned in an adjecent roos.
Although the speaker populstion was drawn
from only two sources - ITT Defense Communi-
cations Division employees and personnel from
8 temporary employaent sgency - & good demo-
graphic sixture with respect to asge, dislect,
and physical size, was obtained. The record-
ings slso contain typicsl ron-speech sounds,
such as lip emacking, tongue clicking and
breatnhing. In addition, aspeasking styles
veried from » rapid and heavily coarticu-
lated, to slow and deliberaste. The dats dDase
thus provides & valusdble tool for developing
and testing speech recognition systens.
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INTERPRETATION GUIDE FOR EXPERIMENT SUMMARIES

‘speaker nn” - nn is speaker number followed by
sex, age, and highest level of education

“"ALL WORDS" - recognition results for all vocabulary words.

"SEMANTIC - recognition results excluding "of for the"

"CORRECT" - number of words or phrases correctly identified.

"OPTIONn" - number of phrases for which the CSR system's
nth candidate phrase was correct.

"ERRORS" - number of phrases for which none of CSR system's

candidate phrases were eerrect.
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EXPERIMENT SUMMARY
speaker 01: male, 29, high school
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 18 36.0% 38 760%
OPTION #2 = 1B 24.0% 5 10.0%
OPTION #3= 1 20% 1 20%
OPTION g4 = 1 20% 1 207
OPTION #5= 2 4.0% 0 0.0%
ERRORS = 16 32.0% 5 10.0%

WORD TRIALS = 353 286
CORRECT = 308 273
INSERTIONS = © 1
DELETIONS = 12 2
WORD RATE = B87.3% 95.17%

EXPERIMENT SUMMARY
speaker 02: female, 28, high school
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 39 78.0% 46 92.0%
OPTION #2 = 7 14.0% 1 2.0%
OPTION #3= 0 0.0% 0.0%

0
OPTION #4 = 0 00% 0 0.0%
OPTION #5= 1 20% 0 0.0%
ERRORS = 3 60% 3 6.0%
WORD TRIALS = 358 291
CORRECT = 348 284
INSERTIONS = 5 3
DELETIONS = 1 1
WORD RATE =  95.3% 86.67%
EXPERIMENT SUMMARY
speaker 03: female, 26, junior college
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 12 24.0% 27 54.0%
OPTION #2 = 17 34.0% 3 6.0%
OPTION #3= 1 20% 2 4.0%
OPTION 4= 1 20% 0 0.0%
OPTION #5= 1 20% 1 20%
ERRORS = 18 36.0% 17 34.0%

WORD TRIALS = 392 313
CORRECT = 339 280
INSERTIONS = 2 0
DELETIONS = 4 2
WORD RATE =  B6.0% 89.5%
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EXPERIMENT SUMMARY
speaker 04: male, 22, junior college
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 30 60.0% 42 84.0%
OPTINN #2= 6 12.0% 4 8.07%
OPTION #3= 2 4.0Z 1 2.0%
OPTION #4= 0 0.0% 0 0.0%
OPTION #5= 1 20% 1 2.0%
ERRORS = 11 220% 2 407

WORD TRIALS = 375 299
CORRECT = 356 293
INSERTIONS = 3 2
DELETIONS = 9 0
WORD RATE =  94.2% 97.3%
EXPERIMENT SUMMARY
speaker 05: maie, 30, bachelors
ALL WORDS SEMANTIC

PHRASE TRIALS = 50

CORRECT = 37 74.0% 47 94.0%
OPTION #2 = 6 10.0% 0 0.0%
OPTION #3= 0 0.0% 0 0.0%
OPTION #4= 1 R20% 1 2.0%
OPTION #5= 0 0.0% 0 0.07%

ERRORS = 7 14.0% 2 4.0%
WORD TRIALS = 384 280
CORRECT = 352 289
INSERTIONS = 2 2
DELETIONS = 7 0
WORD RATE = 96.27% 99.0%
EXPERIMENT SUMMARY
speaker 06: female, 30, phd.
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 27 54.0% 39 78.0%
OPTION 42 = 10 20.0% 3 6.0%
OPTION #3= 4 B.0% 2 4.0%
OPTION 4= 2 4.0% 1 2.0%
OPTION #6 = 0 0.0% 0 0.0%

5

ERRORS = 7 14.0% 10.0%
WORD TRIALS = 353 278
CORRECT = 325 267
INSERTIONS = 3 3
DELETIONS = 6 0
WORD RATE = 91.3% 95.07%
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EXPERIMENT SUMMARY
speaker 07: female. 28, high school
ALL WORDS SEMANTIC

PHRASE TRIALS = 50

CORRECT = 40 B0.0% 44 88.0%
OPTION g2 = 5 10.0% 3 6.0%
OPTION #3= ‘1 20% 0 0.0%
OPTION g4 = 0 0.0% 0 00%
OPTION #56= 0 0.0% 0 0.0%

ERRORS = 4 B.0% 3 8.0%
WORD TRIALS = 380 307
CORRECT = 368 299
INSERTIONS = O 0
DELETIONS = 3 1
WORD RATE =  96.8% 97.47%
EXPERIMENT SUMMARY
speaker 08: male, 34, phd.
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 29 658.0% 41 82.0%
OPTION #2 = B8 16.0% 5 10.0%
OPTION #3= 2 4.0% 1 2.0%
OPTION #4 = 1 20% 0 0.0%
OPTION #5= 1 2.0% 1 2.0%
ERRORS = 9 18.0% 2 4.0%
WORD TRIALS = 388 311
CORRECT = 373 304
INSERTIONS = 9 2
DELETIONS = 8 0
WORD RATE =  94.0% 97.1%

EXPERIMENT SUMMARY

speaker 09 male, 30, masters
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 27 54.0% 40 80.0%

OPTION #2 = 14 28.0% 7 14.0%
OPTION#3= 1 20% 0 0.0%
OPTION #4 = 3 6.0% 1 2.0%
OPTION #5= 1 2.07% 1 R.07%
ERRORS = 4 B.0% 1 2.0%
WORD TRIALS = 375 299
CORRECT = 353 280
INSERTIONS = 1 1
DELETIONS = 10 0
WORD RATE ::  B3.8% 96.7%
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EXPERIMENT SUMMARY
speaker 10: female, 35, bachelors
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 34 68.0% 43 86.0%
OPTION g2 = B8 16.0% 8.0%

4
OPTION #3= 1 2.0% 0 0.0%
OPTION #4= 1 2.0% 0 00%
OPTION 5= 0 0.0% 0 0.0%
ERRORS = 6 12.0% 3 6.0%
WORD TRIALS = 361 288
CORRECT = 342 278
INSERTIONS = 2 0
DELETIONS = 10 4
WORD RATE =  94.2% 96.5%
EXPERIMENT SUMMARY
speaker 11' female, 3, junior college
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 35 70.0% 49 98.0%
OPTION 42= 4 BO0%Z 0 0.0%
OPTION #3= 1 20% 0 0.0%
OPTION #4= 2 40% 0 0.0%
OPTION#5= 1 20% O 00%
1

FERRORS = 7 14.0% 2.0%
WORD TRIALS = 353 278
CORRECT = 333 2786
INSERTIONS = 1 0
DELETIONS = 8 0]
WORD RATE = 94.17% 99.3%

EXPERIMENT SUMMARY
speaker 12: male, 32, junior college
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 33 66.0% 42 B4.0%

OPTION 2= 5 100% 3 6.0%
OPTION #3= 2 40% 0 0.0%
OPTION#4= 1 20% 0 00%
OPTION 5= 1 2.0% 1 2.0%
ERRORS = B 16.0% 4 B.0%
WORD TRIALS = 378 306
CORRECT = 352 295
INSERTIONS = 2 2
DELETIONS = 9 0
WORD RATE =  92.6% 95.8%
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EXPERIMENT SUMMARY

speaker 13: female, 43, bachelors

ALL WORDS
PHRASE TRIALS = 50

CORRECT = 40 B0.0%
OPTION #2= 5 10.0%
OPTION #3= 1 2.0%
OPTION #4= 0 0.0%
OPTION #5= 0 0.0%

ERRORS = 4 B.0%

- WORD TRIALS = 382
CORRECT = 368
INSERTICNS = 0
DELETIONS = 7
WORD RATE =  96.3%

EXPERIMENT SUMMARY

SEMANTIC

46 92.07%
3 6.0%
0 00Z%
0 0.0%
0 0.0%
1 2.0%

310
304
0
1
98.17%

speaker 14: male, 22, high school

ALL WORDS
PHRASE TRIALS = 50

CORRECT = 26 52.0%

OPTION 2= 4 B.0%
OPTION #3= 1 2.0%
OPTION #4 = 1 2.0%
OPTION 6= 1 20%

ERRORS = 17 34.0%

WORD TRIALS = 381
CORRECT = 348
INSERTIONS = 2
DELETIONS = 13
WORD RATE = 90.9%

EXPERIMENT SUMMARY

SEMANTIC

40 80.0%
8.0%
0.0%
0.0%
0.07%
12.0%

B8 ocoos
-2

94.57%

speaker 15: male, 29, bachelors

ALlL WORDS
PHRASE TRIALS = 50

CORRECT = 32 64.0%

OPTION $2 = 6 12.0%
OPTION #3= 4 6.0%
OPTION $4= 1 2.0%
OPTION#5= 0 0.0%
ERRORS = 7 14.0%

WORD TRIALS = 358
CORRECT = 334
INSERTIONS = 2
DELETIONS = 8

WORD RATE =  82.5%

SEMANTIC

37 74.0%
6 12.0%
2 4.0%
1 2.07%
0 0.0%
4 8.0%
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EXPERIMENT SUMMARY
speaker 16: male, 4B, bachelors
ALL WORDS SEMANTIC

PHRASE TRIALS = 50

CORRECT = 19 38.0% 41 82.0%
OPTION #2 = 6 12.0% 1 0%
OPTION #3= 3 6.0% 1 R.0%
OPTION #4= 1 2.0% D 0.0%
OPTION $5= 0 0.0% 0 0.0%

ERRORS = 21 42.0% 7 14.0%
WORD TRIALS = 355 279

CORRECT = 300 256
INSERTIONS = 4 3
DELETIONS = 14 3
WORD RATE =  83.6% 90.8%

EXPERIMENT SUMMARY
speaker 17: male, 42, masters
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 37 74.0% 42 84.07%

OPTION 2 = 5 10.0% 4 B8.0%

OPTION #3= 2 4.0% 0 00%

OPTION #4= 1t 20% 0 00%

OPTION #5= 0 00% 0 00%

ERRORS = 5 10.0% 4 B.O%
WORD TRIALS = 378 306
CORRECT = 365 299

INSERTIONS = 2 1

DELETIONS = 3 0

WORD RATE =  96.1% 97.47%
EXPERIMENT SUMMARY
speaker 18: male, 33, masters

ALL WORDS SEMANTIC

PHRASE TRIALS = 50

CORRECT = 21 42.07% 70.0%

35
OPTION 2 = 7 14.0% 3 6.0%
OPTION#3= 3 6.0% 2 40%
OPTION #4= 2 4.0% 2 40%
OPTION#5= 0 00% 0 00%
ERRORS = 17 34.0% 8 16.0%
WORD TRIALS = 388 311
CORRECT = 349 288
INSERTIONS = 11 8
DELETIONS = 12 4
WORD RATE =  B87.5% 90.9%
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EXPERIMENT SUMMARY
speaker 19: male, 34, bachelors
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 39 78.0% 44 88.0%

OPTION #2 = 9 18.0% 4 8.0%
OPTION#3= 1 20% 1 2.0%
OPTION #4= 0 0.0% 0 0.0z
OPTION #5= 0 0.0% 0 0.07
ERRORS = 1 20% 1 20%
WORD TRIALS = 375 299
CORRECT = 368 295
INSERTIONS = 3 3
DELETIONS = 3 0
WORD RATE =  96.8% 97.77%
EXPERIMENT SUMMARY
speaker 20: male, 29, bachelors
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 37 74.0% 42 84.0%

OPTION #2= 7 14.0% 5 1007
OPTION #3= 0 0.0% 0 0.0z
OPTION 4 = 1 20% 0 0.0z
OPTION #6= 0 0.0% 0 0.0z
ERRORS = 5 10.0% 3 80z
WORD TRIALS = 364 290
CORRECT = 347 280
INSERTIONS = | 0
DELETIONS = 5§ 2
WORD RATE = 9513 96.6%

EXPERIMENT SUMMARY
Speaker 21: male, 29, bachelors
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 37 74.0% 44 B88.0%

OPTION #2 = 8 12.0% 4 8.0z
OPTION #3= 1 20z 0 0.0z
OPTION #4= 2 4.0% 0 o0.0x%
OPTION 5= 0 002 0 0.0z
ERRORS = 4 8.0% 2 4.0%
WORD TRIALS = 353 278
CORRECT = 338 270
INSERTIONS = 2 0
DELETIONS = § 0
WORD RATE =  85.2% 87.1%
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EXPERIMENT SUMMARY
speaker 22: male, 23, bachelors
ALL WORDS SEMANTIC

PHRASE TRIALS = 50

CORRECT = 38 76.0% 41 B2.0%
OPTION #2 = B8 12.0% 4 8.0%
OPTION #3= 0 0.0% 0 00%
OPTION #4= 1 R2.0% 1 20%
OPTION #5= 0 0.0% 0 007%

ERRORS = 5 10.0% 4 8.0%
WORD TRIALS = 378 306

CORRECT = 366 298
INSERTIONS = 1 2
DELETIONS = 2 0
WORD RATE = 96.6% 96.8%

EXPERIMENT SUMMARY
speaker 23: male, 33, masters

ALL WORDS SEMANTIC
PHRASE TRIALS = 50

CORRECT = 26 52.0% 40 80.0%
OPTION #2 = 9 18.0% 4 B8.0%
OPTION #3= 3 6.0% 0 0.0%
OPTION 4= 0 0.0% 1 207
OPTION #56= 0 0.0% 0 0.0%

ERRORS = 12 24.0% 5 10.0%
WORD TRIALS = 391 314
CORRECT = 363 300
INSERTIONS = 4 2
DELETIONS = 13 3
WORD RATE = 91.9% 94.9%
EXPERIMENT SUMMARY
speaker 24: femnale, 36, phd.
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 35 70.0% 43 86.0%
OPTION §2= 7 140% 4 B8.0%
OPTION #3= 1 2.0% 1 2.0%
OPTION#4= 0 00% 0 0.0%
OPTION #5= 1 20% 0 0.0%
2

ERRORS = 6 12.0% 4.07%
WORD TRIALS = 380 302
CORRECT = 362 204
INSERTIONS = 1 1
DELETIONS = B8 1
WORD RATE =  985.0% 97.0%

-C-10-~




EXPERIMENT SUMMARY
speaker 25: female, 43, high school
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 35 70.0% 41 B82.0%

OPTION #2 = 7 14.0% 3 6.0%
OPTION #3= 0 0.0% 0 00%
OPTION #4= 0 0.0% 0 00z
OPTION #56= 0 0.0% 1 20%
ERRORS = B 16.0% 5 10.0%
WORD TRIALS = 373 301
CORRECT = 356 289
INSERTIONS = 3 1
DELETIONS = 8 1
WORDRATE =  94.7% 95.7%
EXPERIMENT SUMMARY
speaker 26: male, 32, masters
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 43 86.0% 47 94.0%

OPTION #2 = 2 4.0% 2 4.0%
OPTION #3= 1 2.0% 0 00%
OPTION #4= 0 0.0% 0 0.0%
OPTION #5= 0 0.0% 0 00%
ERRORS = 4 8.0% 1 2.0%
WORD TRIALS = 352 277
CORRECT = 344 273
INSERTIONS = 0 0
DELETIONS = 4 1
WORDRATE =  97.7% 08.67%
EXPERIMENT SUMMARY
speaker 27: female, 28, masters
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 3% 7B.0% 45 §0.0%
OPTION 2= 8 120% 2 4.0%
OPTION#3= 1 20Z 0 00%
OPTION 4= 1 20% 1 20%
OPTION#= 0 00Z 0 00%
ERRORS = 3 6.0% 2 4.0%

WORD TRIALS = 378 308
CORRECT = 385 300
INSERTIONS = 1 0

DELETIONS = 5 1
WORD RATE =  £8.3% 98.0%
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EXPERIMENT SUMMARY
speaker 28: female, 58, bachelors
ALL WORDS SEMANTIC

PHRASE TRIALS = 50

CORRECT = 40 B0.0% 47 94.0%
OPTION 2= 5 10.0% 2 4.07%
OPTION 3= 1 20% 0 0.0%
OPTION #4= 0 0.0% 0 007
OPTION #5= 0 0.0% 0 0.0%

ERRORS = 4 8.0% 1 2.07%
WORD TRIALS = 342 277

CORRECT = 333 274
INSERTIONS = 1 0
DELETIONS = 1 0
WORD RATE=  87.1% 98.9%

EXPERIMENT SUMMARY
speaker 29: male, 34, junior college
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 33 66.0% 43 86.0%

OPTION 2= 7 14.0% 4 BOZ
OPTION 3= 2 4.0% 1 2.0%
OPTION #4= 1 2.0% 0 0.0%
OPTION#5= 1 2.0% 1 2.0%
ERRORS = 6 12.0% 1 2.0%
WORD TRIALS = 375 299
CORRECT = 355 202
INSERTIONS = 0 0
DELETIONS = 8 0
WORD RATE =  94.7% 97.7%
EXPERIMENT SUMMARY
speaker 30. male, 26, bachelors
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 25 50.0%
OPTION 42 = 6 12.0%
OPTION #3= 1 2.0% 4.0%
OPTION #4= 1 R.0% 0.0%

39 78.0%
5
2
0

OPTION§#5= 1 20% 0 00%
4
29
27

10.0%

ERRORS = 16 32.0% 8.0%

WORD TRIALS = 364

0
CORRECT = 338 9

INSERTIONS = 7 1
DELETIONS = 10 1
WORD RATE =  81.1% 95.8%
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EXPERIMENT SUMMARY
speaker 31: male, 27, junior college
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 37 74.0% 44 B880%
OPTION #2 = 10 20.0% 5 10.0%
OPTION #3= 1 2.0% 0 00%
OPTION #4 = 1 2.0% 0 0.0%
OPTION §5= 0 0.0% 0 0.0%
ERRORS = 1 R.0% 1 2.0%

WORD TRIALS = 357 201
CORRECT = 348 288
INSERTIONS = 4 3
DELETIONS = 3 0
WORD RATE =  96.4% 898.0%
EXPERIMENT SUMMARY
speaker 32: female, 24, junior college
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 39 78.0% 47 94.0%
OPTION 42 = 6 12.0% 1 2.0%
OPTION #3= 1 2.0% 0 0.0%
OPTION #4= 0 0.0% 0 0.0%
OPTION #5= 1 R2.0% 0 0.0%
ERRORS = 3 6.0% 2 4.0%

WORD TRIALS = 377 303

CORRECT = 364 300
INSERTIONS = 0 0
DELETIONS = 7 0

WORD RATE =  96.6% $9.0%
EXPERIMENT SUMMARY
speaker 33: female, 51, junior college
ALL WORDS SEMANTIC

PHRASE TRIALS = 50

CORRECT = 87 74.0% 45 90.0%
OPTION #2= 5 10.0% 2 4.0%
OPTION#3= 2 4.0% 2 4.0%
OPTION#4= 1 20% 0 0.0%
OPTION#5= 0 00% 0 0.0%

ERRORS = 5 10.0% 1 2.0%
WORD TRIALS = 3% 299

CORRECT = 384 295
INSERTIONS = 2 1
DELETIONS = 5 0
WORD RATE =  98.6% 08.3%
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EXPERIMENT SUMMARY
speaker 34: fernale, 48, high school
ALL WORDS SEMANTIC

PHRASE TRIALS = 50

CORRECT = 4B 96.0% 50 100.0%
OPTION #2 = 2 4.0% 0 0.0%
OPTION 43 = 0 0.0% 0 0.0%
OPTION 44 = 0 0.0% 0 0.07%
OPTION 5= 0 0.0% 0 0.0%

ERRORS = 0 0.0% 0 0.0%
WORD TRIALS = 358 291

CORRECT = 356 291
INSERTIONS = 0 0
DELETIONS = 1 0
WORD RATE =  99.4% 100.07%

EXPERIMENT SUMMARY
speaker 35: fernale, 24, junior college
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 33 66.0% 38 76.0%

OPTION #2 = 5 10.0% 2 4.07%
OPTION #3= 3 6.0% 2 4.0%
OPTION 4= 1 207 0 0.0%
OPTION #5= 1 20% 1 2.0%
ERRORS = 7 14.0% 7 14.0%
WORD TRIALS = 375 303
CORRECT = 357 289
INSERTIONS = 5 3
DELETIONS = 3 1
WORD RATE =  93.9% 94.47%
EXPERIMENT SUMMARY
speaker 36: female, 29, bachelors
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 34 68.0% 45 90.07%
OPTION 2 = 9 18.0% 3 6.0%
OPTION #3= R 4.0% 1 207%
OPTION 4= 1 207 0 007
OPTION 5= 0 0.0% 0 007
ERRORS = 4 8.0% 1 2.0%
WORD TRIALS = 340 279
CORRECT = 32§ 274
INSERTIONS = 1 o
DELETIONS = 3 0
WORD RATE =  95.3% 98.27%
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EXPERIMENT SUMMARY
speaker 37: female, 28, masters
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 16 32.0% 23 46.07%
OPTION g2 = 8 12.0% 3 80%
GPTION §3 = 2 4.0% 1 20%
OPTION #4= 0 00% 0 0.0z
OPTION 5= 1 20% 1 20%
ERRORS = 25 50.0% 22 44.0%

WORD TRIALS = 368 307
CORRECT = 294 252
INSERTIONS = 5 1
DELETIONS = 24 17
WORD RATE = 78.87% 81.8%
EXPERIMENT SUMMARY
speaker 38: male, 24, bachelors
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 28 52.0% 39 78.07%
OPTION #2= 9 18.0% 4 B.0%
OPTION #3= 0 0.0% 0 0.0%
OPTION #4 = 1 2.0% 0 00%
OPTION #6= 1 2.0% 1 2.0%
6

ERRORS = 13 26.0% 12.0%
WORD TRIALS = 367 305
CORRECT = 338 292
INSERTIONS = 5 3
DELETIONS = 14 2
WORD RATE =  90.9% 94.8%
EXPERIMENT SUMMARY
speaker 39: female, 28, junior college
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 40 80.0%Z 44 B8B.0%

OPTION §2 = 4 B.0% 1 2.0%
OPTION#3= 4 B80% 3 6.0%
OPTION #4 = D 0.0% 0 00%
OFTIGN#5= 0 00% 0 0.0%
ERRORS = 2 4.0% 2 4.0%
WORD TRIALS = 367 307
CORRECT = 355 299
INSERTIONS = 0 0
DELETIONS = 2 0
WORD RATE = B6.7% 97.4%
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EXPERIMENT SUMMARY
speaker 40: male, 23, bachelors
ALL WORDS SEMANTIC
PHRASE TRIALS = 50
CORRECT = 38 72.0% 43 B6.0%

oPTION 2= 3 6.0% 5 10.0%
OPTION #3= O 0.0% 0 00%
OPTION #4 = O 0.0% Q 0.0%
OPTION #5= O 0.0% 0 0.0%
ERRORS = 11 22.0% 2 4.0%
WORD TRIALS = 379 307
CORRECT = 363 300
INSERTIONS = O ]
DELETIONS = 0
WORD RATE = 95.8% Q7. 7%
FXPERIMENT U MMARY
speaker 41: fernale, 18, high school
ALL WORDS MANTIC
PHRASE TRIALS = 50
CORRECT = 34 68.0% 41 BR0%
OPTION 2= 2 40% 2 4.0%
OPTION #3= 1 2.0% 2 40%
OPTION #4 = < 4.9% 1 2.0%
OPTION #5= 1 2.0% 0 0.0%
ERRORS = 10 20.0% 4 B0%
WORD TRIALS = 357 288
CORRECT = 338 277
INSERTIONS = 3 1
DELETIONS = 1
WORD RATE = 93.9% 95.8%
EXPERIMENT SUMMARY
speake~ 42: female, 26, bachelors
ALL WORDS SEMANTIC

PHRASE TRIALS = 50

CORRECT = 28 580% 39 78.0%
OPTION 2= 2 0% 2 4.0%
OPTION 3= 5 100% 3 6.0%
OPTION#4= 1 20% 1 2.0%
opTiONf5= 2 40% O 0.0%
ERRORS = 11 220% O 10.0%
WORD TRIALS = 374 302
CORRECT = 352 290
INSERTIONS = 11 8
DELETIONS = 4 0
WORD RATE =  91.4% 94.2%
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EXPERIMENT SUMMARY

speaker 43: male, 21, junior college
ALL WORDS SEMANTIC

PHRASE TRIALS = 50

CORRECT = 32 64.0% 80.0%

40
OPTION §2= 4 B.OZ% 4 B.0%
OPTION #3 = 1 2.0% 0 0.0%
OPTION #4= 1 R.07% 0 0.0%
OPTION #6= 0 0.0% 1 2.0%
ERRORS = 12 24.0% 5 10.0%
WORD TRIALS = 386 313
CORRECT = 362 301
INSERTIONS = 2 1
DELETIONS = 13 1
WORD RATE =  83.3% 95.9%
EXPERIMENT SUMMARY
speaker 44: female, 36, junior college
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 37 74.0%2 41 82.0%

OPTION#2= 4 B8.0Z%Z 1 20%
OPTION 3= 3 6.0% 2 4107
OPTION #4= 0 0.0% 0 00z
OPTION #5= 1 2.0% 1 20%
ERRORS = 5 10.0% 5 10.0%
WORD TRIALS = 386 314
CORRECT = 372 308
INSERTIONS = 0 1
DELETIONS = 1 0
WORD RATE=  96.4% 97.1%
EXPERIMENT SUMMARY
speaker 45: female, 18, high school
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 25 50.0% 41 B82.0%
OPTION 2= 5 10.0% 6.0%

3

OPTION#3= 0 00% 0 0.0%

OPTION#4= 0 00% 0 0.0%

OPTION#5= 0 00% 0 0.0%

ERRORS = 20 400% 8 12.0%
WORD TRIALS = 343 281
CORRECT = 309 266
INSERTIONS = B 3
DELETIONS = 13 2

WORD RATE =  B8.0% 93.7%
-c-17-




EXPERIMENT SUMMARY
speaker 46: female, 29, junior college
ALL WORDS SEMANTIC
PHRASE 1RIALS = 00
CORRECT = 34 68.0% 46 92.0%
OPTION 2= 3 6.0% 1 20%
OPTION #3 = 5 10.0% 2.0%
OPTION #4= 1 20% 0 0.0%
OPTION 5= 2 4.0% 0 00%
ERRORS = 5 10.0% 2 4.0%

-

WORD TRIALS = 368 307

CORRECT = 351 304
INSERTIONS = 1 1
DELETIONS = 2 0

WORD RATE=  95.1% 98.7%
EXPERIMENT SUMMARY
speaker 47 female, 35, bachelors
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 39 78.0% 46 92.0%

OPTION 42 = 8 16.0% 3 6.0%
OPTION #3= 1 R2.0% 0 00%
OPTION #44= 0 0.0% 0 0.0%
OPTION 5= 0 0.0% 0 00%
ERRORS = 2 4.0Z 1 2.0%
WORD TRIALS = 368 307
CORRECT = 356 302
INSERTIONS = 1 0
DELETIONS = 5 0
WORD RATE =  96.5% 98.47%
EXPERIMENT SUMMARY
speaker 4B: female, 38, junior college
ALL WORDS SEMANTIC

PHRASE TRIALS = 50
CORRECT = 21 42.0% 25 50.0%
OPTION#2= 6 120% 3 6.0%
OPTION#3= 0 0.0% 1 2.0%
OPTION#4= 1 20% O 0.0%
OPTION#= 0 00% 0 00X
ERRORS = 22 44.0% 21 42.0%

WORD TRIALS = 369 308
CORRECT = 313 262
INSERTIONS = 10 7
DELETIONS = 7 3
WORD RATE=  82.6% 83.7%
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EXPERIMENT SUMMARY

speaker 4C: male, 24, junior college

ALL WORDS
PHRASE TRIALS = 50

CORRECT = 32 64.0%
OPTION 2= 2 4.0%
OPTION#3= 1 20%
OPTION 4= 1 2.0%
OPTION#5= 1 20%
ERRORS = 13 26.0%

WORD TRIALS = 368
CORRECT = 342
INSERTIONS = 0
DELETIONS = 186
WORD RATE =  92.9%

EXPERIMENT SUMMARY

SEMANTIC

46 92.0%
0.07%
0.0%
0.0%
0.0%
8.0%

>~ O0O0DO00

no B8
<

96.7%

speaker 50: male, 21, junior college

ALL WORDS
PHRASE TRIALS = 50

CORRECT = 24 4B.0%
OPTION #2= 4 B.0%
OPTION#3= 1 20%
OPTION #4= 0 0.0%
OPTION#6= 0 0.0%
ERRORS = 21 42.0%

WORD TRIALS = 336
CORRECT = 281
INSERTIONS = 11
DELETIONS = 13
WORD RATE=  81.0%

SEMANTIC

37 74.0%
4.0%
0.0%
0.0%
0.0%
22.0%

Sooown

272
242

86.7%
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